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of feedbacks involving the atmosphere, ocean, sea ice, vegetation and land ice. A thorough multi-
model-data comparison is essential to assess the ability of climate models to resolve interglacial
temperature trends and to help in understanding the recorded climatic signal and the underlying
climate dynamics. We present the first multi-model-data comparison of transient millennial-scale
temperature changes through two intervals of the Present Interglacial (PIG; 8—1.2 ka) and the Last

I;g/:égg;amlogy Interglacial (LIG; 123—116.2 ka) periods. We include temperature trends simulated by 9 different
Interglacial climate models, alkenone-based temperature reconstructions from 117 globally distributed locations
Modelling (about 45% of them within the LIG) and 12 ice-core-based temperature trends from Greenland and
Reconstructions Antarctica (50% of them within the LIG). The definitions of these specific interglacial intervals enable a
Model-data comparison consistent inter-comparison of the two intervals because both are characterised by minor changes in
Temperature atmospheric greenhouse gas concentrations and more importantly by insolation trends that show

clear similarities.

Our analysis shows that in general the reconstructed PIG and LIG Northern Hemisphere mid-to-high
latitude cooling compares well with multi-model, mean-temperature trends for the warmest months
and that these cooling trends reflect a linear response to the warmest-month insolation decrease over
the interglacial intervals. The most notable exception is the strong LIG cooling trend reconstructed from
Greenland ice cores that is not simulated by any of the models. A striking model-data mismatch is
found for both the PIG and the LIG over large parts of the mid-to-high latitudes of the Southern
Hemisphere where the data depicts negative temperature trends that are not in agreement with near
zero trends in the simulations. In this area, the positive local summer insolation trend is counteracted
in climate models by an enhancement of the Southern Ocean summer sea-ice cover and/or an increase
in Southern Ocean upwelling. If the general picture emerging from reconstructions is realistic, then the
model-data mismatch in mid and high Southern Hemisphere latitudes implies that none of the models
is able to resolve the correct balance of these feedbacks, or, alternatively, that interglacial Southern
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Hemisphere temperature trends are driven by mechanisms which are not included in the transient
simulations, such as changes in the Antarctic ice sheet or meltwater-induced changes in the over-

turning circulation.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

It has long been recognised that changes in the astronomical
configuration of the Earth's orbit are a primary driver of long-term
climate variations (Milankovitch, 1941). Past changes in the lat-
itudinal and seasonal distribution of incoming top-of-the-
atmosphere solar radiation (referred to as insolation in this
manuscript) can be accurately calculated (Berger, 1978; Berger and
Loutre, 1991; Laskar et al., 2004). The response of the climate sys-
tem to this astronomical forcing includes a diversity of feedbacks
involving the atmosphere, ocean, sea ice, vegetation and land ice
(Braconnot et al., 2012; PALAEOSENS Project Members, 2012).
Palaeoclimate information can be used to assess the realism of the
representation of these feedbacks within numerical climate
models. Systematic model-data comparisons performed within the
Paleoclimate Modelling Intercomparison Project (PMIP) have
focused on time-slice experiments such as those performed by
Braconnot et al. (2007) for the middle of the Present Interglacial
period (PIG-period) and by Lunt et al. (2013) for the thermal
maximum of the Last Interglacial period (LIG-period; note that
throughout the text PIG-period and LIG-period refer loosely to the
two interglacial periods, while PIG and LIG will be used to indicate
the specific target intervals defined in Section 2.1). During the last
decade, progress has been made in the documentation of past
climate variability based on time series from geological archives
(e.g. deep-sea sediments, ice cores, lake sediments) resulting in a
large number of proxy-based temperature reconstructions for the
PIG-period (e.g. Wanner et al., 2008; Lohmann et al., 2013; Marcott
et al., 2013) and, to a lesser extent, for the LIG-period (Andersen
et al., 2004; CAPE Last Interglacial Project Members, 2006;
Turney and Jones, 2010; McKay et al., 2011), with improved age
models (e.g. Waelbroeck et al.,, 2008; Masson-Delmotte et al.,
2011b). In parallel, increasing computational capacity, as well as the
development of more computationally efficient climate models, has
made it feasible to perform multi-millennial climate simulations
(Bakker et al., 2013; Langebroek and Nisancioglu, 2013; Lohmann
et al., 2013). These lines of progress now allow an investigation of
PIG-period and LIG-period multi-millennial temperature trends,
e.g. multi-millennial linear temperature changes, based on multiple
reconstructions and simulations. The assessment of the ability of
climate models to reproduce climate trends during periods warmer
than today is strongly motivated by the context of projected global
warming. Indeed, while there is no direct analogy between the
physics of greenhouse gas versus astronomical forcing, the LIG-
period is characterised by Northern Hemisphere (NH) continental
summer temperatures that are similar to those expected for the
coming centuries (Masson-Delmotte et al., 2010b).

The PIG-period (~12 ka until the present-day; throughout this
manuscript we will use [ka] to indicate kiloyears before 1950) and
the LIG-period (~130—115 ka) are both warm interglacial periods
with distinct 3'®0 values in both ice-core and deep-sea-sediment
records. Extensive research has resulted in a large number of
proxy-based temperature reconstructions for the PIG-period (e.g.
Wanner et al., 2008; Lohmann et al., 2013; Marcott et al., 2013) and
(to a lesser extent) for the LIG-period (Andersen et al., 2004; CAPE
Last Interglacial Project Members, 2006; Turney and Jones, 2010;
McKay et al.,, 2011). For most mid-to-high latitude NH regions,

the temperature evolution of the PIG-period is characterised by a
gradual 1 °C decrease of the summer temperature from the early
part of the interglacial to the pre-industrial situation. This multi-
millennial temperature trend has been attributed to insolation
changes (Wanner et al., 2008; Renssen et al., 2009). However,
there are significant spatial differences in the magnitude and
timing of the early PIG-period temperature maximum, and
therefore in the PIG-period temperature trends, which are related
for instance to the cooling effect of remnants of NH glacial ice
sheets (Renssen et al., 2009). Lohmann et al. (2013) have recently
shown that climate models underestimate reconstructed sea sur-
face temperature (SST) changes over part of the PIG-period and
that overall the model-data disagreement becomes smaller if
seasonal biases in the proxy-based temperature trends are taken
into account.

Climate reconstructions from the LIG-period show that
maximum temperatures were roughly 2—5 °C higher than at pre-
sent in, respectively, the mid- and high-latitudes of the NH (CAPE
Last Interglacial Project Members, 2006; Turney and Jones, 2010;
McKay et al., 2011; Sanchez-Goni et al., 2012) during the early
part of the LIG-period (>~126 ka; Sanchez-Goni et al., 2012;
Shackleton et al., 2003). In Antarctica, LIG-period peak warmth
(temperature anomalies of at least 4 °C; Sime et al., 2008; Masson-
Delmotte et al., 2011b), was shown to occur earlier than at NH high
latitudes (Masson-Delmotte et al., 2010a; Govin et al, 2012).
However, the number of climate reconstructions available for the
LIG-period is much smaller than for the PIG-period. Moreover,
mainly because the LIG-period lies outside the time span covered
by '“C dating techniques or ice-core layer counting, climate re-
constructions are hampered by important issues related to
assigning absolute ages and, as a consequence, to aligning different
time series.

In addition to proxy-based reconstructions, transient climate-
model experiments are helpful for analysing the PIG-period and
LIG-period climates. If forced by the best estimate of millennial-
scale astronomical and greenhouse gas (GHG) forcing scenarios at
hand, simulations allow us to i) provide a global picture of the
surface temperature evolution and ii) to investigate the role of
external forcings and climate feedbacks in shaping the seasonal
evolution of temperature. Earlier model-data comparisons focused
on equilibrium simulations (Lunt et al., 2013). Beyond this
approach, the transient nature of the simulations presented here
enables us to i) describe the dynamical temperature response to the
evolution of the astronomical forcing in the PIG-period and the LIG-
period and ii) to take into account feedbacks from parts of the
climate system which have a long (>1 ka) response time such as the
deep ocean. A model inter-comparison of transient simulations
covering the later part of the PIG-period, 6 ka to present, has been
described in an earlier review study by Wanner et al. (2008). Their
main findings are a decrease in summer temperatures at mid and
high NH latitudes while winter temperatures decrease north of
60°N and increase at the mid latitudes of the NH. Results from the
equatorial region and the Southern Hemisphere (SH) tend to differ
between the different simulations. In a more recent model inter-
comparison of transient PIG-period simulations, Varma et al.
(2012) found a consistent cooling trend over Antarctica and the
adjacent ocean between 7 and 0.25 ka. Model inter-comparison
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studies for LIG-period simulations have been undertaken within
the framework of the PMIP3 project. The time slice experiments
reviewed by Lunt et al. (2013) for the early part of the LIG-period,
between 130 and 125 ka, show that annual mean changes
compared to present-day only demonstrate a robust warming in
the Arctic region and a cooling in the African and Indian monsoon
regions. The seasonal signal tends to be more robust and shows a
summer warming over the mid-to-high latitudes of the NH and an
overall cooling of DJF with the exception of the Arctic where a
warming is simulated in winter. Lunt et al. (2013) have shown that
LIG-period equilibrium simulations are in poor agreement with
reconstructed LIG-period annual mean and seasonal temperature
changes. A number of transient LIG-period simulations, all of them
included in this manuscript, have been inter-compared by Bakker
et al. (2013). When the transiently simulated temperatures for
the early part of the LIG-period are compared with the time slice
experiments many similarities are found. However, Bakker et al.
(2013) stress that the temperature evolution in specific regions is
strongly altered by highly model-dependent feedbacks within the
climate system related to the Meridional Overturning Circulation
(MOC), sea ice, remnants of glacial continental ice sheets and
monsoon dynamics, a conclusion which is in line with that found
for the Mid-Holocene by Otto-Bliesner et al. (2006). The simulated
transient LIG temperatures have, however, not yet been compared
to reconstructed temperatures or to simulated transient PIG-period
temperatures.

In this study we therefore combine PIG-period and LIG-period
transient simulations from 9 different climate models including
fast coupled ocean-atmosphere general circulation models
(GCMs) and intermediate complexity models (EMICs). Including
two different interglacial periods in the inter-comparison enables
us to describe patterns in interglacial temperature trends that are
likely valid for interglacial periods in general, because climate
change features specific to either the PIG or the LIG can be iso-
lated. Here one can think, for instance, of climatic changes caused
by changes in the global ocean circulation. Moreover, the com-
parison of PIG and LIG allows us to address the question whether
interglacial climate reacts, to a first order, linear to the orbital
forcing. The fact that the PIG-period and LIG-period climates are
simulated with the same models offers the opportunity to analyse
the impact of the forcings within each model. Including results
from various climate models that differ from one another in a
number of ways (e.g. model sensitivity, setup and resolution, the
degree to which different processes are parameterised and the
extent of coupling between the various subcomponents of the
climate system), yields robust multi-model results that are largely
model independent. These multi-model transient temperature
simulations are combined with a new compilation of recon-
structed temperature time-series for the PIG-period and the LIG-
period. Because of the highly complex nature of such a large
multi-model-data comparison, we limit the analysis to the first
order temperature changes, e.g. multi-millennial linear tempera-
ture trends. Furthermore, our focus will be on specific sub-
intervals of the PIG- and LIG-periods as defined in Section 2.1.
We will address the following questions:

1) Are there temperature trends that are common to re-
constructions and simulations?

2) Are the magnitudes as well as the spatial patterns of the tem-
perature trends different during the PIG and LIG?

3) What are the caveats linked to proxy record interpretation and/
or missing feedbacks in the simulations?

4) Are the PIG and LIG temperature trends linearly related to the
astronomical forcing? If not, can we identify the non-linear
processes operating on multi-millennial time scales?

2. Material and methods
2.1. Defining Present and Last Interglacial target intervals

To consistently compare both reconstructed and simulated PIG-
period and LIG-period temperature trends we need to define target
intervals. Our main criterion in defining these intervals is that the
rate of change of the underlying astronomical forcing should be
comparable between the two interglacial intervals. To meet this
criterion, an alignment of the PIG-period and the LIG-period is
needed. For this purpose, we identified the timing of the maximum
change in the climatic precession (defined as the eccentricity times
the sine of the longitude of the perihelion; Fig. 1) in the PIG-period
and the LIG-period, at 6.0 ka and 121.0 ka respectively. This
approach is taken because climatic precession appears to be of large
importance for PIG-period and LIG-period seasonal insolation
changes (Fig. 1). In order to have comparable astronomical forcing
trends in the two intervals, a further restriction is that the sign of
the trend in the climatic precession parameter does not change (i.e.
only negative trends in climatic precession parameter), between
12.3—1 ka and 127.2—116.2 ka for the PIG-period and LIG-period,
respectively. Finally, combining the described interval limits and
the alignment with constraints imposed by the intervals of the
performed simulations (8—0 ka for the PIG-period and 130—115 ka
for the LIG-period) and the requirement that for consistency both
intervals should have the same length. This provides the following
definition of the specific PIG and the LIG intervals: 8—1.2 ka and
123—116.2 ka, hereafter referred to as simply PIG and LIG respec-
tively (grey band in Fig. 1).

The defined intervals do not cover the whole interglacial periods
and particularly not the warmest, earliest part of the Last Inter-
glacial. While they are selected as two intervals with similar signs
of climatic precession changes, they differ in (i) the magnitude of
the climatic precession and seasonal insolation changes; and (ii)
the mean levels of eccentricity (higher for the LIG) and obliquity
(higher for the PIG; Fig. 1). Our intervals and alignment are there-
fore purely constructed for an analysis of the climate feedbacks
with respect to a given climatic precession trend, and cannot be
used for other purposes such as investigating the ending of inter-
glacial periods (e.g. Ruddiman et al., 2005).

2.2. Climatic forcings of the PIG and LIG intervals

The evolution of PIG GHG concentrations and the corresponding
radiative forcing is characterised by a small rising trend, while for
the LIG stable concentrations have been reconstructed (Fig. 1). The
differences between the GHG radiative forcing of the pre-industrial
period, the PIG and the LIG are small, less than ~0.5 Wm™2. By
contrast, both the PIG and LIG are characterised by substantial
changes in the spatial and temporal distribution of insolation.
Because of the decrease in obliquity and the increase in climatic
precession, PIG and LIG NH summer (JJA) insolation decreases
while winter (DJF) insolation increases and as a result there is a
small decrease in annual insolation north of ~43°N (Fig. 2). In
contrast to the NH, SH summer (DJF) insolation is increasing and
winter (JJA) insolation decreasing. The evolution of annual mean
insolation shows decreasing values at latitudes larger than ~43° in
both hemispheres (Fig. 2). The evolution of insolation during the
PIG and LIG intervals shows many similarities. However, because of
larger eccentricity values during the LIG, a different phasing of
obliquity and climatic precession, and larger changes in climatic
precession during the LIG compared to the PIG (Fig. 1), the
magnitude of the annual, seasonal and latitudinal insolation
changes is larger during the LIG than in the PIG (Fig. 2). The
different magnitudes of the insolation trends motivate a focus on
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Fig. 1. Climate forcings during the PIG and the LIG. Climate forcings during the PIG-period (black; bottom age scale) and LIG-period (red; top age scale). From top to bottom:
Eccentricity, obliquity (°), climatic precession (defined as the eccentricity times the sine of the longitude of the perihelion; note reversed vertical axis), June insolation at 65°N
(Laskar et al., 2004) and ice-core based reconstructed CO, concentrations (Luthi et al., 2008; in accordance with the PMIP3 protocol). The climate simulations run from 8 to 0 ka and
130 to 115 ka for the PIG-period and LIG-period respectively (for the exceptions see Table 1). The alignment of the two intervals is based on the maximum rate of change in the
precession cycle at 6 ka and 121 ka (indicated by the small vertical black line). The grey area indicates the PIG (8—1.2 ka) and LIG (123—116.2 ka) intervals used throughout the
manuscript to calculate interglacial trends. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

the dynamical aspect of the climate system, a comparison of
reconstructed and simulated, PIG and LIG temperature trends.

2.3. Reconstructing the temperature evolution

In this model-data comparison, we use the so-called PIG2LIG-
4FUTURE database temperature compilation that resulted from a
compilation effort of the research community within the Past4Fu-
ture project (European Union's Seventh Framework Programme;
FP7/2007—2013; El Ouahabi et al., in prep). This database includes
temperature estimates from alkenone records measured in marine
sediment cores retrieved from the Atlantic, Southern, Mediterra-
nean, Indian and Pacific basins and from stable water-isotope ratios
measured in ice cores from Greenland and Antarctica. The aim of
preparing this compilation was to provide a regional synthesis of
anomalies with sufficient time resolution and sufficient spatial

coverage to estimate PIG and LIG multi-millennial temperature
trends at a global scale. For the purpose of simplicity, only two
proxy types (alkenones and stable water isotopes) are considered
here. We are aware that each proxy type is associated with sys-
tematic artefacts, and that temperature estimates may differ from
those inferred from other proxies. A recent example of a compari-
son between alkenone and Mg/Ca-derived PIG SSTs can be found in
Lohmann et al. (2013).

Alkenones are lipidic organic compounds synthesized by the
coccolithophora flora (Brassell et al., 1986; Thierstein and Young,
2004). Their unsaturation degree increases immediately if the
temperature changes, which is a characteristic, physiological
response of membrane lipids or metabolic storage molecules (Prahl
and Wakeham, 1987; Prahl et al., 1988; Epstein et al, 2001).
Commonly, integrated sedimentation patterns for alkenones
measured in sediment trap time-series and surface marine
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sediments show a good match with annual mean SSTs (Rosell-Melé
and Prahl, 2013). Local processes, such as upwelling along ocean-
basin margins or surface transport (e.g. Sicre et al, 2005;
Rithlemann and Butzin, 2006), are a potential source of bias in
some individual records. However, regional or global signals likely
overwhelm these local biases in a multi-centennial and multi-
record synthesis.

In this model-data comparison we included from the PIG2LIG-
4FUTURE database a total of 49 alkenone-based temperature re-
cords for the PIG interval and 30 that cover the LIG interval. Of the
30 LIG alkenone records, 21 cover both PIG and LIG while only a
single record covers only the LIG. For a small number of sites that
are located within a 1°-radius, an average temperatures where
calculated. References to the original papers that describe the in-
dividual alkenone records can be found in Appendix Table A.1.

Reproducibility tests show that analytical uncertainty in the
alkenone unsaturation index determination is always lower than
0.0165 (ca 0.5 °C). By using a proper sediment calibration (i.e. using
cultures, water column particulate organic matter or core-top
sediments), it is possible to estimate temperatures from this in-
dex. Some calibrations could be considered as global (e.g. Miiller
et al, 1998; Conte et al., 2006); others are useful for specific
restricted regions (e.g. Rosell-Melé et al., 1995 for the Arctic;
Sonzogni et al., 1997 for the Indian Ocean; Pelejero and Grimalt,
1997 for the South China Sea). Considering uncertainties, the SSTs
reconstructed from alkenones depend only slightly on the cali-
bration that is used and they agree remarkably well with the

culture experiments that have been performed to verify the coc-
colithophore response to temperatures (Prahl and Wakeham, 1987;
Prahl et al., 1988). To facilitate the model-data comparison, we sum
up the analytical uncertainty of 0.5 °C with an uncertainty of 1.2 °C
based on the different calibration techniques described above.
Core-top estimations in the alkenone records were extracted by
calculating the average of the period around the last two millennia.
Instrumental annual mean SSTs (taken from Locarnini et al., 2010,
World Ocean Atlas, 2009; 2 x 2 grid cells) and core-top, alkenone-
based temperatures are in agreement within calibration un-
certainties in the subtropics and mid latitudes.

For all alkenone records presented here, the original chronolo-
gies have been used. An unquantified source of uncertainty there-
fore arises from the uncertainty on the dating of deep sea sediment
core records (El Ouahabi et al., in prep). This dating uncertainty for
the LIG-period ranges from 2 Ky at best to 6 Ky, in case of incorrect
orbital targets (Bazin et al., 2012). The average sampling frequency
of the alkenone records is around 1 sample every 0.6 ky for the PIG
and every 1.7 ky for the LIG with the time resolution varying from
multi-decadal to millennial in both periods. The number of samples
used to calculate the linear temperature trends are listed in
Appendix Table A.1.

The alkenone-based multi-millennial temperature trends used
in this manuscript are based on a linear least squares regression
(Appendix Table A.1). The same procedure is applied to the ice-
core-based temperature trends and the simulated temperature
trends. We acknowledge that a linear model is not a perfect
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description of the interglacial climate response, as is clear from
some of the R-squared values listed in the Appendix Table A.1, but it
does characterise the first order response of the changes in tem-
perature on multi-millennial time scales (Lohmann et al., 2013).
Furthermore, the number of data points available to perform the
calculations is sometimes limited (Appendix Table A.1). Note that,
despite the applied local linear approximation, differences in the
insolation trends between the PIG and the LIG and between
different regions can still result in an overall nonlinear response
between insolation trends and temperature trends.

Regarding alkenone records at mid- and high-latitudes (>30°N
and >30°S), the trends of the SST progression during the LIG
(average —0.35 °C ky !, n = 14) are generally steeper than during the
PIG (average —0.22 °C ky~!, n = 28), and higher for the NH
(average —0.32°Cky !, n = 32) than for the SH (average —0.22°Cky ",
n = 10). At low latitudes (between 30°N and 30°S) trends during the
LIG appear to be three times larger than during the PIG and of the
opposite sign, i.e. slight cooling for the LIG (—0.13 °C ky ™!, n = 17)
versus no trend or warming for the PIG (+0.04 °C ky~ !, n = 19). The
overall 1.7 °C error in the temperature reconstruction leads to an
uncertainty estimate of 0.5 °C ky~! in the alkenone-based tempera-
ture trends over the 6.8 ky intervals (Appendix Table A.1). Note, that
the alkenone-based temperature trends including the 0.5 °C ky ™'
uncertainty estimate, are often not significantly different from zero.
The compilation of alkenone records and the resulting temperature
trends used in this study are to a large extent similar to the ones
published by Lohmann et al. (2013) although a direct comparison of
the temperature trends is hampered by the fact that the definition of
the PIG intervals are different.

Stable water-isotope ratios from ice cores are related to past
changes in precipitation-weighted condensation temperature, due
to the impact of atmospheric temperature on condensation and
water vapour distillation (Jouzel et al., 2003; Masson-Delmotte
et al, 2006; Jouzel and Masson-Delmotte, 2010). Quantitative
temperature reconstructions however remain limited by the fact
that the stable water isotope temperature relationship may vary
through time, due to changes in the seasonality of precipitation
(Sime and Wolff, 2011; Laepple et al., 2011), changes in moisture
origin (Stenni et al., 2010) and trajectories, or changes in ice-sheet
topography (Bradley et al., 2012). From deuterium-excess records,
changes in moisture origin appear to have limited impacts for the
time periods investigated here (Masson-Delmotte et al., 2011b;
Uemura et al., 2012).

By combining information from several Greenland ice cores
(Agassiz, Renland, DYE3, GRIP, NGRIP and Camp Century) a mean
PIG elevation-corrected temperature trend of —0.34 °C ky~! is
retrieved. Data from the NEEM ice core (the only ice core on
Greenland that spans the whole of the LIG) yield a LIG elevation-
corrected temperature trend of —1.32 °C ky~'. The chronologies
of the LIG Greenland ice core records used in this study are
synchronised to Antarctic ice cores using the EDC3 age scale
(Parrenin et al., 2007; Masson-Delmotte et al., 2011b) and are re-
sampled to a common 100 yr time step. For a detailed description
of the resolution and chronology of the Greenland ice cores we
refer to Vinther et al. (2009) and NEEM community members
(2013). Ice-core-based PIG and LIG temperature trend re-
constructions for Antarctica (here without elevation correction) are
based on the cores that have been synchronised on the EDC3 age
scale, namely TALDICE, EDC, EDML, Dome F and Vostok with
resulting trends of 0.20, 0.08, 0.0, —0.18 and —0.08 °C ky~! for the
PIG and —0.25, —0.37, —0.42, —0.51 and —0.32 °C ky~! for the LIG,
respectively. In the EDC3 age scale, the uncertainty associated with
the duration of the LIG-period, which in turn impacts the resulting
LIG interval, is estimated to be 20% (~3 ky; Parrenin et al., 2007). We
note that a revised Antarctic ice core chronology (AICC2012) shows

very similar durations of the PIG-period (within 2.5%) and the LIG-
period (within 5%) with EDC3 (Bazin et al., 2012). The resolution of
the Antarctic ice cores is 10—20 yrs for the PIG and 25—115 yrs for
the LIG (Masson-Delmotte et al., 2011b).

Determining the level of uncertainty for the different ice-core-
based temperature reconstructions is very difficult. We assume
here a simplistic minimum absolute uncertainty of 1 °C for the ice-
core-based temperature reconstruction and translate this into a
0.29 °C ky ! uncertainty for the temperature trends over the 6.8 ky
intervals. This does not account for biases due for instance to
changes in the seasonality of precipitation, which cannot be
quantified from ice core data.

2.4. Simulating the temperature evolution

We used eight multi-millennial transient simulations for the PIG
and nine for the LIG. The climate models used for these simulations
vary widely in their degree of complexity, the incorporated com-
ponents of the climate system and the applied transient climate
forcings. In this manuscript only the most important differences
between the simulations are listed (see also Table 1 and the refer-
ences therein).

This model inter-comparison includes EMICs (Bern3D,
CLIMBER2 and LOVECLIM) and GCMs (CCSM3, CSIRO, COSMOS,
FAMOUS, KCM and MPI-UW). Supported by members of the
Past4Future project (http://www.past4future.eu/), multi-millennial
transient simulations for the PIG-period and LIG-period have been
formalised within the PMIP3 protocol (http://pmip3.lsce.ipslL.fr/).
Within this protocol, the time frame for respectively the PIG-period

Table 1

Specifics of the climate simulations. Summary of the main features of the different
models in this inter-comparison and the forcing scenarios applied. The acronyms in
the table are: EMIC = Earth system Model of Intermediate Complexity;
GCM = General Circulation Model; OC = Ocean; AT = Atmosphere; VE = Vegetation;
SI = Sea Ice; IS = Ice Sheet; CA = Carbon Cycle; Norm = Normal (non accelerated);
Acc = Accelerated; GHG = Greenhouse-gas forcing; FWF = Freshwater Forcing.
When no transient GHG forcing is applied the values are fixed at pre-industrial
levels (KCM and the PIG CCSM3 simulation) or at average LIG values (LIG CCSM3
simulation). The grey shading for COSMOS is used to indicate that for the PIG (LIG)
simulation a vegetation component is (is not) included and that the GHG concen-
trations in the PIG (LIG) simulation are fixed (transient). The GHG concentrations in
the MPI-UW simulation are calculated interactively and therefore differ from the
other simulations. Furthermore, the MPI-UW simulations have been performed in a
periodically synchronous mode. For more detailed information about the climate
models and the forcing scenarios see Bakker et al. (2013; only LIG simulations
performed with Bern3D, CCSM3, CLIMBER2, FAMOUS, KCM, LOVECLIM and MPI-
UW) and the following publications: Bern3D (Edwards and Marsh, 2005; Miiller
et al.,, 2006; Ritz et al., 2011a, 2011b); CCSM3 (Collins et al., 2006; Varma et al.,
2012); CLIMBER2 (Petoukhov et al, 2000); COSMOS (Marsland et al., 2003;
Roeckner et al., 2003); CSIRO (version CSIRO-Mk3L-1.2; Phipps et al., 2011, 2012);
FAMOUS (Gordon et al., 2000; Jones et al., 2005; Smith, 2012; Smith and Gregory,
2012); KCM (Park et al., 2009); LOVECLIM (Goosse et al., 2010); MPI-UW (Groger
et al,, 2007; Mikolajewicz et al., 2007).

Model type Climate components Transient climate forcings
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Fig. 3. Simulated PIG and LIG temperature evolution. Simulated temperature evolution covering a large part of the PIG-period (8—0 ka) and LIG-period (130—115 ka). Tem-
peratures anomalies relative to a control period (1850—1950). The five rows give averages over five different latitude bands (after Bakker et al., 2013) and the three columns give the
temperature evolution for (from right to left) the annual mean, January and July temperatures. Every panel displays the temperature evolution for the LIG-period (top) and PIG-
period (bottom). The different colours correspond to the individual model simulations. The bold black curve indicates the Multi-Model-Mean and the grey area indicates the spread
(10) around this mean. Note that within each latitude band the scaling of the y-axis is consistent, but that it differs between the bands. (For interpretation of the references to colour

in this figure legend, the reader is referred to the web version of this article.)

and the LIG-period is set to 8—0 ka and 130—115 ka and the values
of the astronomical and GHG forcings are prescribed. Furthermore,
the protocol describes the spin-up procedure (a 2 Ky period with
respectively 10—8 ka or 132—130 ka transient astronomical and
GHG forcings) and specifies that sea-level height, vegetation and
ice-sheet extent and thickness be fixed to present-day values.
Several of the simulations have been performed in accelerated
mode with a 10-fold increase in the rate of change of the astro-
nomical forcing (CCSM3, COSMOS, CSIRO and KCM). For the multi-
millennial time scales under consideration in this manuscript, the
impact of the applied acceleration technique can be regarded as
negligible on the atmosphere and ocean mixed layer (Lorenz and
Lohmann, 2004), and its potential impact on the deep-ocean cir-
culation is discussed in Section 3.4.3. Some simulations differ from
the PMIP3 protocol in either the time span or the forcings. In the
Bern3D simulations, remnants of glacial ice and a corresponding
meltwater flux are prescribed. Other simulations deviating from
the PMIP3 protocol are the CCSM3 simulations that are performed

with fixed GHG concentrations at either pre-industrial (PI) levels
for the PIG-period or average LIG-period levels for the LIG-period.
The CLIMBER2 simulations include dynamical vegetation compu-
tations, as does the PIG-period simulation performed with COSMOS
which also has fixed GHG concentrations. The KCM LIG-period
simulation only runs from 126 ka to 115 ka. The MPI-UW simula-
tion runs from 128 ka to 115 ka and includes a dynamical terrestrial
and marine carbon-cycle model with a prognostic GHG forcing. As a
result, in the latter simulation the GHG forcing is rather different
from the reconstructed GHG concentrations prescribed in the
PMIP3 protocol. This manuscript does not include a MPI-UW PIG
simulation.

In order to standardise all the different simulations we regrid-
ded all outputs onto a common 1° x 1° grid and calculated 50-year
averages for every month. The temperatures are presented as
anomalies compared to the last 100 yrs of the PIG-period simula-
tion (i.e. 1850—1950 AD). Since no PIG simulation is available for
MPI-UW, in this case an average was taken over the last 100 yrs of a
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Fig. 4. Simulated PIG and LIG temperature trends. Overview of the Multi-Model-Mean (MMM) multi-millennial temperature trends and the spread around this mean for the PIG
(right) and the LIG (left; see Results section for a detailed description of the performed calculations). The rows indicate (from top to bottom): annual temperatures, warmest-month
temperatures and coldest-month temperatures. The two middle columns give the MMM multi-millennial temperature trends (°C ky ). Note that the white shading in the MMM
plots indicates that the different simulations do not give a consistent signal. The two outer columns give the inter-model spread (1¢) around the MMM.

pre-industrial equilibrium simulation. In this manuscript, simu-
lated temperatures refer to near-surface-air temperatures. This
affects the model-data comparison, especially when alkenone-
based temperature reconstructions are concerned, because these
are calibrated towards SSTs. However, on multi-millennial time
scales, trends in SSTs and the temperature of the overlying atmo-
spheric layer can be assumed to be closely linked (Jones et al., 1999).
Exceptions are the sea-ice covered areas, but since there are almost
no alkenone data from such regions in our synthesis, this will not
have an important impact on our model-data comparison. In the
calculation of the warmest- and coldest-month temperatures pre-
sented in this manuscript, we used present-day calendar months.
This implies that the warmest or coldest month is not necessarily
the warmest or coldest 30-day period of that specific year.
Furthermore, there are large regional differences in the occurrence
of the warmest month throughout the year, differences that are
further elaborated in Section 3.4. Finally, in all the simulations
presented in this manuscript, present-day calendar months are
used. This should be kept in mind when comparing simulated
monthly temperatures with proxy-reconstructions since it can have
a substantial effect on calculated monthly temperatures for the late
summer and autumn seasons (Joussaume and Braconnot, 1997).

Most of the simulated PIG-period and LIG-period temperature
time-series investigated in this manuscript have previously been
published elsewhere. We therefore only present the simulated PIG-
period and LIG-period temperature time-series in Fig. 3 and refer to
Bakker et al. (2013) for a more thorough description.

3. Results and discussion
3.1. Simulated temperature trends

To investigate the temporal variations of simulated interglacial
temperatures, we calculate linear temperature trends over the

defined PIG and LIG intervals. To make the comparison of model
results with findings from proxy-based reconstructions feasible, we
aim to construct multi-model mean (MMM) temperature trends. As
for the reconstructed temperature trends, the simulated tempera-
ture trends are linear least squares fits to the 50-year average
temperature data. To ensure this MMM captures all features that
are common to the majority of the included climate models we take
the following steps: First we test if a trend from an individual model
is consistent with the other models by comparing it to a pre-
determined threshold value. This threshold is chosen such that it
represents the amplitude of the simulated internal climate vari-
ability in terms of temperature trends. Since this variability is ex-
pected to vary mostly with latitude, a latitudinal-dependent
threshold is constructed by taking a longitudinal root-mean-
square-average over the inter-model spread (grid point standard
deviation among the models; 1¢) for each 1° latitude band (Fig. 4).
Second, the local MMM temperature trend at each 1 x 1° grid point
is only considered to be consistent if at least 70% of the temperature
trends simulated by the individual climate models at that grid point
are within the MMM plus or minus the threshold value. Notwith-
standing that the determination of the consistency of the MMM
temperature trends is somewhat arbitrary, additional sensitivity
experiments have revealed that the general picture provided by the
MMM is insensitive to the precise definition of the threshold value
(1, 5 or 10° latitude bands) or cut-off value (60%, 70% or 80%).
Overall the simulated temperatures for different seasons show
larger multi-millennial MMM trends for the LIG than for the PIG
(Fig. 4) and fairly good agreement amongst the models (inter-
model spread in Fig. 4 is generally small). Exceptions are the tem-
perature trend patterns in regions such as the Arctic, the Sahel and
Indian monsoon regions, and most of the SH. Generally PIG and LIG
annual mean temperature trends (AMTTs) are small and compa-
rable (PIG ~0; LIG ~—0.1 °C ky~! in global mean) but over the Arctic
the LIG AMTTs are much larger than the PIG trends (~—0.2 to
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Fig. 5. Geographical comparison of simulated and reconstructed PIG and LIG temperature trends. PIG (right) and LIG (left) simulated Multi-Model-Mean (MMM) multi-
millennial temperature trends (°C ky~'; shaded; see results section for a description of the construction of the MMM temperature trends) and the proxy-based multi-millen-
nial temperature trends (symbols). The plots show (from top to bottom) simulated annual mean temperature trends (AMTT), warmest-month temperature trends (WMTT) and
coldest-month temperature trends (CMTT). The white shading indicates that the different simulations do not give a consistent signal. All panels show both alkenone-based
temperature trend reconstructions and the 3'®0-based temperature trend reconstructions from ice cores. The box around the Greenland data indicates that the ice-core-based
temperature trend is based on a number of Greenland ice cores. The model-data comparison is performed by calculating t-test statistics for the reconstructed temperature
trend and the simulated MMM trend. The simulated temperature trends corresponding to the proxy-based temperature trend reconstructions are averaged over an area of 3° by 3°
centred on the location of the proxy site. If model and data are not significantly different (at 5% probability) this is indicated by a circle shaped symbol, if they are significantly
different a triangle shaped symbol is used. In the PIG coldest-month panel the alkenone record from 67°N and 8°E is masked out because the models do not agree amongst each
other and thus a model-data comparison could not be performed. Note that the seemingly good correspondence derived from the statistical analysis is in part due to the large
uncertainties for both model and data.

~—0.6 °C ky~! for PIG and LIG respectively). During the warmest
month, the LIG trend is largest over the NH continents (PIG ~—0.3;
LIG ~—0.6 °C ky™!) and the North Atlantic (PIG ~—0.1; LIG
~—0.3°C ky~!). Over most of the SH the differences in PIG and LIG
warmest-month temperature trends (WMTTs) are small. The
comparison of PIG and LIG coldest-month temperature trends
(CMTTs) again reveals a more complicated pattern. While in the LIG
a strong cooling is simulated over the Arctic (~—0.4 °C ky~!) there is
no such pattern in the PIG. Furthermore, warming trends are
simulated over the NH continents for both the PIG and the LIG, but

they extent further northward in the PIG while the magnitude of
the warming trend in the low latitude regions is larger in the LIG.
For parts of the North Atlantic and Greenland the sign of the CMTT
is even opposite between the PIG (warming) and LIG (cooling). The
corresponding model spread shows that the inter-model differ-
ences in the PIG temperature trends are fairly small while they tend
to be larger for the LIG (Fig. 4).

In a recent study, Lohmann et al. (2013) presented multi-
millennial trends in SSTs over the past 6 Ky in a transient simula-
tion with the ECHO-G GCM. We find overall a good agreement
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legend, the reader is referred to the web version of this article.)

between the MMM PIG trends discussed in this manuscript and the
present interglacial temperature trends presented by Lohmann
et al. (2013), both for annual mean, warmest and coldest months.
However, a direct comparison is not straightforward because of
differences in the definition of the PIG interval, because Lohmann
et al. (2013) present SSTs where in this manuscript we focus on
near-surface-air temperatures and because in our MMM trends,
regional features are more likely to be averaged out.

3.2. Reconstructed temperature trends

Based on the reconstructed temperature time-series we have
calculated PIG and LIG temperature trends over the defined target

intervals. Note that the temperature trends are linear fits over a
time interval which is closest to the target intervals taking into
account uncertainties in the chronology and data availability. The
PIG trends in the mid-to-high latitudes of the NH are ~—0.3 °C ky !
(in both alkenone and Greenland ice core data), at the low latitudes
slightly positive (~+0.1 °C ky~ '), at the mid latitudes of the SH again
slightly negative (~—0.1 °C ky~!) while for Antarctica ice core based
temperature trends close to zero are reconstructed (Fig. 5). Regional
differences appear to be especially large in the mid-to-high lati-
tudes of the NH.

Generally the reconstructed LIG trends are larger than the PIG
trends. Greenland ice-core-based temperature trends reveal a
strongly negative trend (~—1.5 °C ky~ '), while trends of around
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~—0.5 °C ky~! are reconstructed for the mid latitudes of the NH,
~—0.2°Cky ! at the low latitudes and ~—0.3 °C ky ! at the mid-to-
high latitudes of the SH. A final remark about the reconstructed
temperature trends relates to the latitudinal dependency. NH PIG
and LIG as well as SH LIG alkenone and ice-core-based temperature
trends reveal overall agreement, arguing for a poleward increase of
the magnitude of the cooling trend. But SH PIG trends reveal a clear
disagreement between alkenone and ice-core-based re-
constructions because the East Antarctic ice-core-based trends are
clearly smaller than the alkenone-based trends from the lower
latitudes (Figs. 5 and 6).

3.3. Comparing reconstructed and simulated temperature trends

We have combined simulated and reconstructed temperature
time-series for the PIG and LIG to investigate the interglacial tem-
perature trends (see Fig. 5 for methodological details). Because the
seasonality of the reconstructed temperature trends is debated and
probably strongly depends on the geographical location (Leduc
et al., 2010; Schneider et al., 2010), we compare the reconstructed
trends with simulated annual mean, warmest month and coldest
month MMM trends.

There are numerous aspects of the temperature trends that are
common to both models and data (Figs. 5 and 6): i) In both the PIG
and the LIG, AMTTs and CMTTs become more negative from the
equator to the North Pole and WMTTs show maximum negative
trends at NH mid latitudes and slightly positive trends in the SH, ii)
In both the PIG and the LIG, the temperature trends in the high
northern latitudes are larger than those for the high southern lat-
itudes and finally, iii) the trends are overall more negative in the LIG
than they are in the PIG.

The model-data comparison reveals that at more than 90% of the
sites the simulated and reconstructed temperature trends are not
significantly different (based on a t-test at 5% probability), regard-
less of the investigated season or interglacial period (Fig. 5).
Notwithstanding, it appears from Fig. 5 that often the reason that
they are not significantly different is not because there is such a
good correspondence between simulated and reconstructed tem-
perature trends. This in fact arises because both the spread amongst
the models and the uncertainty in the reconstructions is relatively
large (Fig. 4 and Table A1 respectively). Despite this lack of signif-
icant differences between seasons or periods, we deem that the
model-data comparison allows us to describe some apparent pat-
terns in the differences between model and data. Nonetheless,
future research is needed to test the robustness of the model-data
comparison outcomes discussed in the remainder of this manu-
script. On a regional scale we find that the model-data comparison
does improve when simulated temperatures from a particular
season are used instead of annual means. A closer look at the
dependence of the model-data differences on seasonality and
latitude reveals some consistent patterns. For both the PIG and the
LIG and independent of model complexity, the high- and mid-
latitudes of the NH show a better fit between models and data if
simulated WMTTs are used for the comparison instead of AMTTs
(Fig. 6 and Appendix Fig. A.1). Over Greenland the magnitude of the
simulated LIG WMTTs still clearly falls short of those reconstructed
from ice-core data (Fig. 6). In the NH equatorial regions (0—30°N),
the model-data comparison is best for AMTTs and clearly de-
teriorates when comparing with either simulated warmest- or
coldest-month temperature trends. In contrast, in the SH equatorial
region the model-data fit is unaltered regardless of which simu-
lated temperatures are used. For the mid-to-high latitudes of the
SH the model-data comparison of PIG and LIG temperature trends
is very similar for AMTTs and CMTTs but deteriorates if WMTTs are
used (Appendix Fig. A.1). We do note that for the SH the results are

not as consistent as they are for the NH and differences are found
between the PIG and the LIG and between the EMICs and GCMs.

The improvement in the model-data agreement when seasonal
rather than annual mean simulated temperature trends are
considered is consistent with known seasonal biases in the
response of the proxies used here (Schneider et al., 2010; Laepple
et al., 2011) and broadly in accordance with the spatial differ-
ences in the seasonality effect described by Lohmann et al. (2013).
We stress that the improved model-data comparison for seasonal
model outputs does not necessarily indicate a seasonal bias in the
proxy-records because it could be related to limitations of the
climate models or their forcings, making a particular model-data
comparison appear less wrong. Finally we can state that, with the
exception of the temperature trends reconstructed from PIG Ant-
arctic ice-core data, for both interglacials, SH mid-to-high latitude
temperature trends are consistently more negative than the MMM
results, regardless of the season (Fig. 6).

In a number of regions the different models simulate a consis-
tent temperature trend that cannot be identified in the recon-
structed temperature trends, either because the different
reconstructed trends from a single region differ in sign or because
there is no proxy-data coverage over these regions. Reconstructed
temperature time-series from these specific regions could yield
important information about the sensitivity of these climate
models to changes in insolation and/or the degree of realism with
which models represent climate feedbacks. An example is the
Arctic Ocean where the simulations show, though with a large
inter-model spread, coldest-month temperature trends that differ
largely between the PIG and the LIG. Other examples are the NH
continents where strong negative warmest-month temperature
trends are simulated for both the PIG and the LIG, and the Sahel and
Indian monsoon regions for which a majority of the models agree
on a positive temperature trend in AMTT and CMTT. These patterns
have been described previously for the PIG by Liu et al. (2007) and
the LIG by Bakker et al. (2013).

Overall we can state that the PIG model results match the data
reasonably well while the LIG model-data comparison reveals
larger differences for the mid-to-high latitude regions of both
hemispheres. While the proxy interpretations can be challenged
because of a number of proxy shortcomings and limitations (Sec-
tion 2.3), we focus hereafter on model deficiencies that could
explain the model-data differences: i) oversimplification made in
the resolution and complexity of the climate models or ii) missing
mechanisms and feedbacks in the models.

The resolution and complexity of the models in this inter-
comparison differ widely. However, since we do generally find
consistent temperature trends amongst the models, the limited
spatial resolution and simplified physics and dynamics of the
included EMICs is not likely to be the main cause of major model-
data differences at the hemispheric or global scale (see also
Appendix Fig. A.1). Nonetheless, at a more regional scale model-
data mismatches can be related to the relatively low resolution of
several models in this inter-comparison, because the models
simulate temperature changes at spatial scales of at least several
hundreds of kilometres while proxy reconstructions often provide a
more localised signal. This mismatch in spatial scale might explain
why the models cannot resolve the large regional differences in
reconstructed temperature trends along, for instance, the west
coast of North America and the east coast of Japan. The resolution
difference between models and data provides an important argu-
ment to focus on longitudinal averages rather than regional tem-
perature trends (Fig. 6).

Model-data differences can also be related to feedbacks from
components of the climate system that are missing from the sim-
ulations. Probably the most important are the ice sheets with
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related changes in the ice-sheet topography, albedo and fluxes of
freshwater between the ice sheets and the oceans. For the PIG, sea-
level reconstructions indicate that before ~7 ka remnants of glacial
ice sheets were still present on the NH continents (Lambeck and
Chappell, 2001) and still influenced the climate in specific regions
(Renssen et al., 2009). But their climatic impact during this period is
likely confined to small and mostly continental regions since rela-
tively stable NH extra-tropical temperatures between 8 ka and 7 ka
have been reconstructed (Marcott et al., 2013). For the LIG interval,
sea-level reconstructions are more uncertain and complex, with for
instance the compilation of Kopp et al. (2009) indicating a first sea-
level highstand ~124 ka, indicative of reduced ice volumes
compared to present-day, followed by expansion towards present-
day levels ~120 ka, a secondary sea-level highstand ~118 ka and
decreasing sea levels thereafter. The melting of remnant ice sheets
in the PIG and the possible ice sheet melt and growth at the end of
the LIG interval could have impacted local temperatures through
ice-sheet-atmosphere feedbacks and large-scale temperatures
through ice-sheet-ocean-circulation feedbacks. The Greenland LIG
temperature reconstruction accounts only for estimated local
elevation changes (NEEM community members, 2013) and there
are hints of changes in East Antarctic ice-sheet topography as well,
potentially related to the differences in the trends at EDC and
TALDICE (Bradley et al., 2012). The Bern3D simulation is the only
one that includes changes in ice-sheet cover and related freshwater
fluxes. Bakker et al. (2013) show that in the Bern3D LIG simulation
this additional climate forcing results in a cooling in large parts of
the NH between ~130 and 125 ka, a period that is however not
included in the target interval defined here.

The second possibly important component of the climate system
missing in most simulations in this inter-comparison is interactive
vegetation (Kutzbach et al., 1996; Claussen et al., 1999). Nonetheless,
two simulations in this inter-comparison do include a vegetation
component, namely CLIMBER2 and MPI-UW. The CLIMBER2 LIG
simulation does show rather different July temperatures in the high
latitudes of the NH and the tropics compared to the other LIG sim-
ulations (Fig. 3) and for MPI-UW an impact of vegetation changes on
the LIG-period temperature evolution has been shown previously
(Schurgers et al., 2007). However, for neither CLIMBER2 or MPI-UW
have the impacts of vegetation changes on multi-millennial tem-
perature trends been established or quantified.

Additional sensitivity experiments would be necessary to
investigate the possible impact of changes in the ice sheets and
vegetation and whether adding these two components to the
simulations would improve the model-data agreement for the PIG
or the LIG.

3.4. Causes of interglacial temperature trends

We have presented the characteristics of interglacial tempera-
ture changes found in both models and reconstructions for two
different interglacial periods. This has revealed some consistent
spatial and temporal patterns as well as substantial differences
between the models and the data. In the first part of the following
discussion (Sections 3.4.1—3.4.3) we will investigate what causes
the simulated temperature trends. In the second part (Section
3.4.4) we combine this information with the findings from the
model-data comparison in order to describe both the possible
causes of the reconstructed temperature trends and to pinpoint
deficiencies in the models or the forcing scenarios, most notably
changes in the major ice sheets or the MOC.

The rationale behind our approach to investigate the forcings
and mechanisms of the simulated temperature trends is simple. If
there is a linear and positive relation between the insolation and
MMM temperature trends at a given location, this indicates that the

climate dynamics are relatively straightforward. If this is not the
case, the results would suggest that nonlinear processes and more
complex climate dynamics are at play. We will restrict our analysis
to a comparison of simulated WMTTs and the insolation trends
(Laskar et al., 2004) calculated for this MMM warmest month
(insolation trend in warmest month; ITWM). The argument behind
this is that the relation between changes in insolation and changes
in temperature are likely to be strongest in the warmest months. An
earlier study based on snapshot simulations performed with a
coupled ocean-atmosphere GCM depicted such behaviour, with
simulated Greenland summer temperature anomalies linearly
related to local summer insolation, with a slope of +0.08 °Cm? W~!
(Masson-Delmotte et al., 2011a). Note that, according to the models,
the warmest months in the mid-to-high latitudes of the NH (SH)
are always found between June and August (December and
February). But for the lower latitudes the models show that there
are regional differences related to the hydrological cycle and the
monsoon systems which results in the warmest month varying
between ocean and land areas at the same latitude. As a result of
these regional differences in the warmest month, the ITWM shows
large spatial contrasts (Fig. 7).

The comparison of simulated WMTTs with calculated ITWMs
reveals a clear pattern. For the NH mid-to-high latitudes a positive
relation is found with a clear distinction between oceanic and
continental regions. No such relation, however, can be detected for
the mid-to-high latitudes of the SH (Fig. 7 and Appendix Fig. A.2).

3.4.1. Northern Hemisphere mid-to-high latitudes

For the NH mid-to-high latitudes there is a strong relation be-
tween the ITWM and the WMTT, which is apparent from the larger
simulated trends in the LIG relative to the PIG, consistent with
insolation changes. Combining results for the PIG and the LIG
suggests that warmest-month temperatures over the NH mid-to-
high latitude continents (40°N—90°N) are most sensitive to inso-
lation changes with a 1 Wm™2 insolation change during the
warmest month leading to a 0.10 °C temperature change (Appendix
Fig. A.2); in other words an insolation-trend to temperature-trend
relationship of +0.10 °Cm? W~! (+0.07 to +0.18 °Cm?> W~ !; 1¢
spread among the grid cells within this regional average). Over the
NH mid-to-high latitude oceans (40°N—80°N, which excludes the
Arctic Ocean) the relation is +0.09 °Cm? W~ (+0.04
to +0.15 °Cm? W™ 1).

These insolation-trend to temperature-trend relationships for
the NH mid-to-high latitudes reveal clear differences between the
oceanic and continental regions. These differences can be explained
by the thermal inertia of the oceans and the negative feedback
related to evaporative cooling, delaying the warmest month and
decreasing the temperature change (e.g. Renssen et al., 2009). Such
differences between temperature changes over land and ocean
have previously been quantified for the Last Glacial Maximum, the
Mid-Holocene and the Last Millennium based on a combination of
simulated and reconstructed temperatures (Braconnot et al., 2012).
They found an average land-ocean ratio of 1.5, indicating that
temperature changes over land were 50% larger than those over the
adjacent oceans. Here we quantify this land-ocean contrast by
comparing the WMTTs for all continental and oceanic grid cells in
the NH mid-to-high latitudes. The resulting land-ocean tempera-
ture ratios are 2.1 (1.1—4.5; 1o-range resulting from the differences
within a geographic region; see Appendix Fig. A.2 for details) and
1.8 (1.1-3.2) for the PIG and LIG respectively, with both uncertainty
ranges encompassing the previous estimate of 1.5. However, there
are two essential differences between the approach taken by
Braconnot et al. (2012) and our approach. Firstly, Braconnot et al.
(2012) used temperature anomalies from Europe and the tropical
regions rather than the whole NH mid-to-high latitudes, and
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Fig. 7. Relation between PIG and LIG simulated warmest-month temperature trends and warmest-month insolation trends. Comparison of the simulated Multi-Model-Mean
(MMM) temperature trends for the warmest month (WMTT) with the insolation trend for the corresponding average MMM warmest month (ITWM). The top panels show the PIG
(right) and LIG (left) MMM trends (°C ky~!) for the warmest month as in Figs. 3 and 4. The white shading indicates that the different simulations do not give a consistent signal (see
Results section for a description of the construction of the MMM temperature trends). The lower panels show the PIG and LIG insolation trend (Wm ™2 ky~'; Laskar et al., 2004) for

the local average MMM warmest month.

secondly they utilised annual mean temperature anomalies rather
than warmest-month temperatures. In our results, no such land-
ocean ratio is found in the simulated tropical WMTTs and for
annual mean temperatures from the NH mid-to-high latitudes we
find land-ocean contrast ratios of 0.23—2.08 and 0.15—3.81 for the
PIG and LIG respectively (see also Fig. 4 and Appendix Fig. A.2).
These ranges include the previous estimate of 1.5 but also include a
ratio of 1.0 which would imply that in the annual mean there is no
land-ocean temperature contrast. This finding is in line with the
results of Izumi et al. (2013) who show in a multi-model study of
the Mid-Holocene that models agree well on the warmest month
land-sea contrast, but not on an annual mean contrast. More
research is needed to investigate the latitudinal and seasonal pat-
terns of the forcings and land-sea contrasts over multi-millennial
time scales and the differences between the different models.

An apparent pattern is simulated for the Arctic Ocean. While in
the PIG and the in LIG the largest ITWMs are found over the Arctic
Ocean, the WMTTs are not largest in this region (Fig. 7) and the
relation between the temperature trend and the insolation trend is
therefore smaller than for the surrounding regions with
only +0.037 °C m? W~ (+0.032 to +0.044 °C m?> W~!; Appendix
Fig. A.2). This highlights the importance of the sea-ice-albedo
feedback during the PIG and the LIG. However, we do note that
the model spread is strikingly larger in the Arctic than it is over most
other regions (Fig. 3), in line with the findings of Berger et al. (2013).

3.4.2. Low-latitudes
For the low latitudes the ITWMs are fairly small and no apparent
relation is found with the simulated WMTTs (Fig. 7 and Appendix

Fig. A.2). The only exceptions are the SH low-latitude continents
such as the Amazon Basin. For these regions, the results are in line
with the findings for the NH mid-to-high latitudes, with a positive
correlation between the insolation trends and the temperature
trends of +0.11 °Cm?> W~ (+0.09 to +0.14 °C m?> W~!; note that for
part of the Amazon Basin no consistent multi-model signal is
found). In this specific case, the ITWM is negative which can be
explained by the hydrological cycle, causing the warmest month to
be found in the dry winter season, in contrast to the surrounding
regions.

In the Sahel and Indian monsoon areas, WMTTs seem unrelated
to the ITWMs. In these regions, temperature trends result from
climate feedbacks rather than directly from the small changes in
the ITWM that characterise these low-latitude areas, a finding that
is in line with previous modelling studies (e.g. Renssen et al., 2003).
A more in-depth investigation of the LIG AMTTs (chosen here since
it shows the anomalous patterns the clearest; Fig. 3) for the 9
different models in the Sahel and Indian areas indicates that the
feedbacks related to monsoon dynamics are much stronger in the
GCMs than they are in the EMICs (Appendix Fig. A.3). This differ-
ence results from simplifications and parameterisations of atmo-
spheric dynamics and cloud cover in most EMICs, strongly limiting
the ability to describe monsoon dynamics. Another feedback that is
known to be substantial in monsoon regions is the vegetation-
climate feedback (e.g. Claussen et al., 1999; Renssen et al., 2003).
Interestingly, the two models that include a dynamical vegetation
component (CLIMBER2 and MPI-UW) do not lie outside the range of
the other simulations in these specific regions and additional
sensitivity experiments are required to determine the importance
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coupling of the atmospheric component in this model. In line with the simulations, the insolation anomalies have been calculated using a fixed-day calendar.
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of the climate-vegetation feedback in explaining the inter-model
differences.

3.4.3. Southern Hemisphere mid-to-high latitudes

The calculated mid-to-high latitude SH ITWMs are positive and
up to +10 Wm ™2 ky !, only slightly smaller in magnitude than the
negative trends over parts of the NH. However, in strong contrast to
the NH, the simulated WMTTs over large parts of the SH are close to
zero instead of clearly positive (Fig. 7). As a result, the insolation-
trend to temperature-trend relationships for different SH regions
are not significantly different from zero (Appendix Fig. A.2), which
also indicates that even though the ITWMs during the LIG were
roughly double in size compared to the PIG, the simulated WMTTs
are about the same.

What causes this major contrast between the NH and the SH in
the simulated temperature trends in response to insolation
changes? The two main differences between the hemispheres are
the ratio of continental to oceanic area and the circumpolar
Southern Ocean, which has no NH counterpart. The larger ocean
area in the SH yields a first-order impact on the simulated tem-
perature trends by providing a much larger heat buffer through the
large oceanic heat capacity. However, such a dampening effect
cannot solely explain the simulated near zero or even negative
WMTTs in response to the strongly positive ITWMs. Mechanisms
are needed that counteract the direct insolation forced temperature
changes by transferring insolation signals from either another
season to the warmest month or from other latitudes (Renssen
et al., 2005; Timmermann et al., 2009). In the following we will
review different potential mechanisms identified in the literature
and investigate which ones are in line with our findings. This will
show that there are two mechanisms that can potentially lead to
negative temperature trends: i) changes in the sea-ice cover have
the potential to transfer the negative SH spring insolation trend
into the summer season and ii) changes in meridional insolation
gradient can change the location of the westerly winds and
therewith the position of Southern Ocean upwelling areas and the
related oceanic heat uptake. In addition, we will show that changes
in GHG concentrations or the strength of the MOC are not
responsible for counteracting the positive ITWMs in the PIG and LIG
simulations.

Under the influence of changes in the astronomical forcing,
spring (SON) insolation at 60°S (close to the average sea-ice edge)
at the beginning of the PIG and LIG intervals is much larger than it is
at the end of these intervals (changes of up to —45 Wm™? for the
LIG; Fig. 8). The simulations show that these negative spring
insolation anomalies at the end of each interval result in an increase

Table 2

of the sea-ice cover during the warmest month (December ac-
cording to the simulations) regardless of the warmest-month
insolation increase (Fig. 8). The simulated summer austral sea-ice
cover expands during the PIG by between +1% and +14% and
during the LIG by between +18% and +80% (Table 2; values are
relative differences between the end and start of the interglacial
intervals). This increase in the summer sea-ice cover can counteract
the positive ITWM by increasing the surface albedo, even though
the importance of PIG and LIG SH sea-ice cover changes differs
strongly amongst the models, in accordance with Roche et al.
(2012) and Zunz et al. (2013). A strong relation between the evo-
lution of SH sea ice and SH spring insolation has previously been
simulated for glacial—interglacial transitions (Huybers and Denton,
2008; Timmermann et al., 2009). Now our analysis suggests that
the importance of spring insolation and its impact on the evolution
of SH temperatures is not restricted to glacial—interglacial transi-
tions but is also of major importance in shaping SH temperature
trends during interglacial times.

Another mechanism capable of counteracting the positive
ITWMs relates to a weakening of the meridional insolation
gradient. For the PIG-period, it has been shown in model inter-
comparison studies with both transient and equilibrium (6 ka)
simulations that in the annual mean the SH westerly winds shifted
polewards over the course of the interglacial period (Rojas and
Moreno, 2011; Varma et al., 2012). The latter study by Varma
et al. (2012) included four simulations that are very similar to
ones incorporated in this study (namely CCSM3, COSMOS,
CLIMBER2 and the predecessor of LOVECLIM, ECBilt-CLIO-VECODE).
We also find an increase of the strength of the westerly winds
between 70°S and 50°S in most of the models, both over the PIG
interval (0 to +45%) and over the LIG interval (0 to +41%),
notwithstanding the large inter-model differences (Fig. 9 and
Table 2). As a result of a poleward shift of the SH westerly winds,
Varma et al. (2012) find increased upwelling of cold subsurface
water in the Southern Ocean, which may induce surface atmo-
spheric cooling. We suggest that the same mechanism described by
Varma et al. (2012) for the PIG is at play during the LIG. However,
upwelling in the Southern Ocean does not only depend on the
strength of the overlying westerly winds but also on the vertical
density structure of the ocean waters. Therefore, the impact of a
wind strength increase can be counteracted by, for instance, higher
surface temperatures resulting from an increase in insolation or a
surface-water freshening caused by sea ice melting. The implica-
tions of changes in the latitudinal insolation gradient on SH tem-
peratures are therefore not straightforward as is exemplified by the
large inter-model differences in this study.

Simulated changes in SH sea-ice cover and westerly-wind strength through the PIG and LIG intervals. Simulated changes in the two mechanisms that appear essential to
counteract the SH warmest month insolation increases during the PIG and the LIG intervals. Columns two and three give the relative changes (%) in the cumulative SH
December sea-ice area between the end and the start of the PIG and LIG intervals, respectively. Columns four and five list the simulated changes in the annual mean Southern
Ocean westerly-wind strength between the end and start intervals of the PIG and LIG, respectively. The Southern Ocean is approximated by the latitude band between 70°S and
50°S. The start of the PIG (LIG) interval is defined as a 250 yr average over 8—7.75 ka (123—122.75 ka) and over the end of the PIG (LIG) interval as a 250 yr average over
1.45—1.2 ka (116.45—116.2 ka). For the MPI-UW model averages over 1 ky intervals were used because of the asynchronous coupling of the atmospheric component in this
model. Note that for a number of simulations the data is not available (NA). The last row gives the multi-model-mean value and the model spread (10).

Model PIG SH Dec. sea ice LIG SH Dec. sea ice PIG Southern Ocean westerly LIG Southern Ocean westerly
area changes area changes wind changes wind changes

Bern3D +1% +18% NA NA

CCSM3 +14% +21% NA NA

CLIMBER2 +11% +80% 0% 0%

COSMOS +8% +27% +3% +1%

CSIRO +1% +33% +45% +31%

FAMOUS +11% +25% +1% +15%

KCM +10% +23% 30% +41%

LOVECLIM +7% +30% 0% +1%

MPI-UW NA +32% NA +38%

Mean +o 79 +47 32.1 +18.6 13.2 +19.5 18.1 + 18.3
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Fig. 9. PIG and LIG Southern Hemisphere annual mean zonal wind changes. Simulated changes in the annual mean SH zonal surface wind patterns (ms~! ky~!) through the PIG
and the LIG. PIG (LIG) changes are calculated from simulated differences between the 8—7.75 ka (123—122.75 ka) and the 1.45—1.2 ka (116.45—116.2 ka) intervals. For the MPI-UW
model averages over 1 ky intervals were used because of the asynchronous coupling of the atmospheric component in this model. The latitude contours in the polar stereographic
plots are placed at 20° intervals, from 20°S to 80°S. The Bern3D model output is not included because the model design does not allow shifts in the location of the Westerly Winds.

Another possible impact of the decrease in the meridional
insolation gradient during both the PIG and the LIG intervals has
been proposed by Vimeux et al. (2001) and deals with a reduction
of the poleward atmospheric moisture transport that could in turn
decrease the associated heat transport and therewith counteract
the positive local ITWMs. It remains unclear if such a mechanisms
can explain the large difference in the simulated WMTTs between
the NH and the SH, and unfortunately we do not have the appro-
priate model output to address this question.

A number of other mechanisms have been proposed to explain
SH interglacial temperature trends, such as changes in GHG con-
centration changes or teleconnections between the NH and the SH
(Huybers, 2009). GHG concentration changes over the time in-
tervals under consideration are not likely to be essential in
explaining the simulated WMTTs (Fig. 8), because the trends in the
reconstructed GHG concentrations are slightly positive or near zero
for the PIG and the LIG respectively. Moreover, the applied GHG

forcings differs largely between the different simulations and does
therefore not provide an explanation for the consistency in the
simulated SH temperature trends. Changes in the MOC play a key
role in inter-hemispheric teleconnections that involve energy
transport between the SH and the NH, such as the bipolar seesaw
(Broecker, 1998). But Bakker et al. (2013) showed that (for a subset
of the simulations included here) the LIG evolution of the MOC
strength appears strongly model-dependent, with increases
(Bern3D and FAMOUS), decreases (CLIMBER2 and LOVECLIM) or
relatively stable behaviour (CCSM3, KCM and MPI-UW). These
strongly differing trends in the simulated LIG MOC strength make it
an unlikely explanation of the near-zero SH WMTTs consistently
simulated by the different models. A potentially important issue in
a future comparison of the PIG and LIG MOC evolution in models
and data is the acceleration technique applied in most of the
included GCM simulations. By accelerating the applied external
forcings and shortening the simulation length, changes in the
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circulation of the deep ocean are less likely to be realistically
captured because of its long response time. This might in turn
explain the apparent stability of the MOC in GCMs compared to
EMICs (Bakker et al., 2013).

3.4.4. Causes of differences between simulated and reconstructed
temperature trends

The climate models in this study consistently show that the
negative WMTTs in the NH are driven by negative ITWM while in
the SH the positive ITWMs lead to near-zero WMTTs (Fig. 7). The
most substantial mechanisms to counteract the positive SH ITWMs
are likely an enhanced SH spring and summer sea-ice cover and
changes in Southern Ocean upwelling. The inter-model differences
in the sign of the resulting WMTTs can result from slight differences
in the balance between these two mechanisms and the ITWM.
Furthermore, this balance can explain why the WMTTs become
more negative towards the south because the centre of action of the
two counteracting mechanisms is at mid-to-high SH latitudes. A
final argument in favour of a balance between these two mecha-
nisms and the ITWMs is the fact that the magnitude of the ITWMs,
the changes in the latitudinal insolation gradient and the spring
insolation trends were larger during the LIG than during the PIG.
However, caution should be taken when assigning an important
role in forcing the SH climate to obliquity changes because we
based the definition of the interglacial intervals on the alignment of
the climatic precession signal.

The above is a description of the mechanisms operating within
the modelling realm. In contrast to the simulated near zero SH
temperature trends, alkenone- and ice-core records from the SH
mid-to-high latitudes consistently show negative temperature
trends for both the PIG and the LIG. The exception is formed by East
Antarctic PIG ice-core records that show some scattering around a
near zero average trend, but note that some West Antarctic PIG ice-
core records do point to local cooling (Mulvaney et al., 2012). This
SH model-data mismatch in temperature changes has been shown
in previous studies (Overpeck et al., 2006; Holden et al., 2010;
Masson-Delmotte et al., 2010a; all focussing more on the first
part of the LIG) but none of the models can capture the bipolar
symmetric cooling during the second part of the LIG.

The wealth of temperature reconstructions and climate simu-
lations combined here allows us to discuss the causes of the model-
data mismatch in SH WMTTSs. Firstly, it could be that models do not
correctly simulate the response to increasing summer insolation
and the compensatory mechanisms related to changes in climatic
precession and obliquity as discussed above: increasing summer
sea-ice cover caused by decreasing spring insolation and an overall
increase in Southern Ocean upwelling resulting from an increase in
the meridional insolation gradient. The vast majority of climate
models also fail to correctly reproduce the recent trends in
Southern Ocean sea ice cover (Zunz et al., 2013), supporting the
hypothesis that they do not capture correctly the balance of pro-
cesses in response to external and anthropogenic forcings. None-
theless, a second option is that crucial mechanisms are missing in
the simulations such as ice-sheet-MOC feedbacks. The larger scale
of glaciation during the glacial period preceding the LIG-period
compared to the glacial period preceding the PIG-period, poten-
tially had a longer lasting impact on LIG-period temperatures,
relative to the PIG-period (Bauch, 2013). Moreover, based on sea-
level reconstructions it has been proposed that during the early
to middle part of the LIG the Antarctic and/or the Greenland Ice
Sheets lost substantial volumes of ice (Kopp et al., 2009; Bradley
et al,, 2012; NEEM community members, 2013). The SH LIG tem-
perature trend may therefore result from an adjustment from an
initial state with a different MOC configuration which is not well
represented in the simulations. Melting of the Greenland Ice Sheet

is said to have led to a slowdown of the MOC during the LIG
(Sanchez-Goni et al., 2012; Govin et al.,, 2012). The associated bi-
polar see-saw mechanism is expected to have produced SH
warming (Duplessy et al., 2007; Masson-Delmotte et al., 2010a) and
consequently more negative WMTTs during the LIG interval.
However, a slowdown of the MOC could also induce a cooling of the
Southern Ocean through an advective connection (Renssen et al.,
2010). Another explanation of the reconstructed LIG sea level is
related to a collapse of the West Antarctic Ice Sheet which could
result in an Antarctic warming via changes in the atmospheric
circulation (Cuffey et al., 2006; Otto-Bliesner et al., 2006; Holden
et al., 2010) or in a regional cooling because of the associated
meltwater pulse into the Southern Ocean (Clark et al, 2002;
Swingedouw et al., 2009). All of the above mentioned mecha-
nisms affect the evolution of the MOC during the early part of the
LIG interval. However, a cooling during the later part of the LIG
interval caused by a reorganisation of the ocean circulation as part
of the succeeding glacial inception provides another possible
mechanism explaining the LIG SH model-data mismatch (Govin
et al., 2009). It is thus clearly still an open debate as to why and
how the SH and NH ice-sheet topographies together with the
strength of the MOC and the related inter-hemispheric heat
transport evolved over the course of the LIG, and how they could be
connected to the observed bipolar cooling trends.

4. Summarising and concluding remarks

From the comparison of a large number of reconstructed and
simulated temperature time-series for the PIG and the LIG intervals
(8—1.2 ka and 123—116.2 ka respectively) we find overall agree-
ment on a negative NH warmest-month temperature trend in both
intervals. The simulated warmest-month temperature trends
appear linearly related to the warmest-month insolation trends
and to changes in climatic precession, with the same positive
relation at different NH extra-tropical latitudes and for both the LIG
and PIG. Notwithstanding, none of the models is able to capture the
magnitude of Greenland LIG cooling recently estimated from the
NEEM ice-core data. For the low latitudes, the simulated near-zero
trends (in all seasons) are in agreement with alkenone trends.
There are two NH regions for which large inter-model differences
reveal a central role for local feedback mechanisms: the Arctic
Ocean and the monsoon regions. A comparison with data for these
regions would be very promising but cannot be made with the
available data.

In the extra-tropical latitudes of the SH, we report a clear model-
data mismatch. For both the PIG and the LIG, models show near zero
SH temperature trends while negative temperature trends are found
in the data. Moreover, neither the reconstructed or simulated
warmest-month temperature trends adhere to a positive linear
relation with warmest-month insolation changes. We argue that in
both the PIG and the LIG simulations a combination of two feedback
mechanisms counteract the SH warmest-month insolation increase:
i) a decrease of the spring and summer sea-ice cover and ii) the
upwelling of relatively cooler Southern Ocean waters as a result of a
southward shift of the SH westerly winds. Deficiencies in the
simulated balance between these two mechanisms and summer
insolation changes could explain the model-data differences.
Feedbacks not accounted for in our simulations such as ice-sheet-
MOC feedbacks may however also explain the reconstructed nega-
tive temperature trends. Despite the fact that past interglacial pe-
riods are not direct analogues for future climate change, we stress
the need to investigate the sensitivity of SH sea ice and Southern
Ocean upwelling to seasonal and latitudinal insolation changes in
climate models, as our findings question the suitability of climate
models for projections in this area. Finally, our model-data
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comparison relies on the classical interpretation of alkenone and
ice-core stable isotope records. Improved model-data comparison
techniques such as the use of models which simulate stable water
isotopes would allow more effective use of the palaeoclimate in-
formation by facilitating a direct comparison between model and
proxy.
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