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Abstract

Simulations from the CSIRO MK3L climate model, coupled to the CABLE land
surface model, indicate that climate extremes indices are significantly affected
by land use-induced land cover change (LULCC). The changes in the extremes
are correlated to regions of intense LULCC and vary seasonally. The changes in
temperature extremes are more spatially coherent than the change in
precipitation extremes. Compared to the impact of doubling atmospheric carbon
dioxide (CO:), some indices are systematically affected by LULCC in the same
direction as increasing COz while for other indices LULCC opposes the impact of
increasing CO2. In some regions, the scale of the LULCC impact is of a magnitude
similar to the impact of CO; alone. This suggests that increases in greenhouse
gases alone cannot account for anthropogenically-induced changes in climate
extremes as LULCC may regionally mask or amplify the impact of increasing CO;
on climate extremes. The analysis performed on the Mk3L-CABLE model was
applied to the simulations from independent models participating in the “Land-
Use and Climate, [Dentification of robust impacts” (LUCID) project. Results show
that the changes in the temperature extremes are robust although not all the
models agree on the degree and sign of the change. These differences between
the models are explained by the differences in how the models imposed LULCC
and how they calculated the changes in albedo and surface fluxes. The changes
in the precipitation extremes were not as spatially coherent as those of the
temperature extremes but these may be explained by the limited capacity of the
models to simulate precipitation which may be related to model resolution or its
sensitivity to LULCC processes that affect precipitation and associated processes.
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Chapter 1

Introduction

Far from being just a topic for idle conversation, the surprises brought about by
the daily weather as well as changes in the global climate have now taken centre
stage in the public’s consciousness. Major technological advances are now
geared towards satisfying the public’'s demand for weather and climate
information, from weather phone applications to the various earth observing
satellites and petascale computers providing weather forecasts and climate
predictions. From a personal decision whether or not to bring an umbrella, to a
government’s decision on the budget for farm subsidies and health services, to
the global community’s decisions on CO: emissions and associated

developmental goals, there is no doubt that weather and climate matters.

The Intergovernmental Panel on Climate Change 4t assessment report [AR4,
IPCC, 2007] has established that the global climate is changing and these changes
are due to a combination of natural variability and anthropogenic forcing. Thus
far, despite the acknowledgement that other anthropogenic forcings influence
the Earth’s climate, most studies within the climate science community have

focused on the radiative forcing due to the increased atmospheric
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concentrations of greenhouse gases (GHG) and aerosols. The IPCC does note the
relevance of land use-induced land cover change (LULCC), but mainly in the
context of a globally integrated radiative forcing [Forster et al, 2007] such that
the role of the land surface expressed through LULCC has been under-
represented [Pielke, 2005; Pielke et al, 2011]. Further, while the effect of
changes in GHGs on extremes has been examined more considerably in the last
few years, the vast majority of global and regional climate change studies have

thus far have focussed mainly on examining the mean climate response.

While the changes in the global climate, and the mean climate, do matter, it is the
changes at regional scales, and more importantly the changes in the extremes,
that immediately affect society. It is the extremes, the rare cases which
communities are not accustomed to, that expose their vulnerabilities. It is
therefore important to investigate these regional changes and, in particular,

changes in extreme events associated with weather and climate.

There has been an increased attention focussed on the impact of increased GHGs
on extremes in recent years and several recent studies using models associated
with AR4 have investigated changes in temperature extremes at global or
regional scales [e.g. Kharin and Zwiers, 2000; Kharin et al., 2007; Fischer and
Schar, 2010]. Hegerl et al. [2004], for example, showed that changes in
temperature extremes were significantly different from changes in seasonal
means. Tebaldi et al. [2006] demonstrated that the twentieth century trend in
temperature extremes would likely be amplified under higher GHGs. Finally,

Kharin et al. [2007] showed that globally averaged cold extremes warmed faster
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than warm extremes under all available emission scenarios. However, these
studies all focused on GHGs and did not incorporate regional-forcing changes

such as LULCC.

Regional climate is influenced by the global climate but it is also substantially
defined by the region’s surface characteristics (e.g. geographical location,
topography, land cover, etc.) and changes in land surface characteristics have the
potential to cause significant change in the surface climate [Pielke et al., 2011].
Almost all studies on land cover change have focused on the changes in the
regional and local climate and have provided important insights on how specific
land cover types at specific locations affect the local climate [see Pielke et al,
2011]. However, where links between LULCC and extremes have been studied, a
clear global picture has been slow to emerge. Because different regions have
different climate types (e.g. tropical Asia versus arid Australia), different
research groups focus on different extremes (e.g. floods and cyclones versus
droughts and bush fires), and different approaches to the analyses associated
with different definitions of “extreme” have been used, it has been hard to create
a general sense of any association between land cover change and changes in
extremes at global scales. There is a need therefore for a global assessment of
how changes in the characteristics of the land surface, relative to changes due to

CO,, affects climate extremes.

To address this gap, this thesis focuses on the following questions:

Does LULCC significantly affect simulated climate extremes?

How does the impact of LULCC compare relative to the impact of elevated CO2?
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To help answer these questions, a computationally efficient global model
coupled to a sophisticated land surface model and a set of extremes indices,
defined by an international group of experts, are used. To test the robustness of
the results, simulations from four other models, provided by independent

modelling groups will also be analysed.

The aims of this thesis, designed to answer the these questions, are therefore to:

1. configure a computationally efficient global climate model which is
coupled to a sophisticated land surface model to simulate changes in the

land surface and atmospheric CO2 concentrations;

2. develop the input datasets required for the LULCC simulations;

3. evaluate whether this coupled model is suitable for the analysis of

changes due to LULCC by analysing changes in the mean climate;

4. investigate changes in the extremes due to LULCC relative to changes due
to increases in the CO; concentrations using a specific set of extremes

indices; and

5. verify whether these changes in the extremes are robust using results

from the independent model simulations.

This thesis is structured as follows. Chapter 2 provides a background on how
the changes in the land surface affects the climate and how changes in the
climate extremes have been detected. Chapter 3 provides details on how the

model used in this thesis was configured and analysed. Chapter 4 presents the
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results from the simulations, focusing on the changes in the mean climate. The
changes in the climate extremes as simulated by one model is presented in
Chapter 5 while estimates from the four independent models are presented in
Chapter 6. Key results are discussed in Chapter 7 and Chapter 8 presents the

conclusions from this work and recommendations for further work.
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Chapter 2

Review of related literature

2.1 Defining LULCC

Humans modify the climate in many ways: via the release of greenhouse gases
[Forster et al., 2007], via emissions of aerosols [Forster et al, 2007] and via
direct energy release associated with urban areas [McCarthy et al., 2010]. One of
the earliest forms of human activity, with the potential to affect climate, is land
use and land cover change. Indeed, Williams [2002] suggests that large-scale
landscape modification is intimately connected to human development, with a
long history stretching from the moment fire was used to clear forests for food,

then timber and agriculture, up to the present day urban sprawl.

Large-scale landscape modification may be achieved directly (e.g. clearing the
forest by burning or cutting the trees), or indirectly (e.g. via the CO fertilization
effect [Collatz et al., 1991; Field et al., 1995; Sellers et al., 1996], via competition
of species types [Didham et al., 2007; Fischer and Lindenmayer, 2007] and via the
evolution of the nature of the vegetation itself [Foley et al., 1996]. This thesis

focuses on the direct modification of the landscape by humans.

Land-use-induced land cover change (LULCC) or anthropogenic land cover
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change, come in various forms including deforestation, afforestation,
urbanization, irrigation and modification of bodies of water (e.g. building of
reservoirs, draining of wetlands). Among these, deforestation stands out
because of its large spatial scale and extensive history [Williams, 2002].
Estimates indicate that approximately 36% of the total global land area is now
used as croplands and pasture [Goldewijk et al.,, 2010] and that, in most regions
in the globe, the growth of the human population is related to the increase in

areas converted to cropland and pasture (Figure 2-1) [Pielke et al., 2011].

Figure 2-1: Long-term historical global estimates for population, cropland and
pasture (figure 1 of Pielke et al., 2011).

Recent studies highlight that urbanized areas are rapidly increasing [e.g.
Fragkais and Seto, 2012; UN, 2012] and significant impacts on climate are

expected to accompany this rapid expansion [e.g. Aoyagi et al., 2012; Georgescu
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et al, 2012]. There is also increasing evidence [e.g. DeAngelis et al., 2010; Puma
and Cook, 2010] that the rapid increase in use of irrigation during the 20t

century is likewise impacting climate.

Agricultural expansion and intensification are considered to be the major drivers
of global LULCC [Pielke et al, 2011] and this study focuses on deforestation,
specifically the conversion of natural forests to cropland. In this thesis, crops
and pasture are combined into one vegetation type called cropland because the

land surface model used here does not distinguish between these two vegetation

types.

Figure 2-2 shows the estimated LULCC calculated from both crops and pasture
fractions, from various time periods based on the Land Use Harmonisation
dataset [LUH, Hurtt et al, 2006]. By 1500, large areas of Western Europe had
been partially cleared for agriculture and timber harvesting (Figure 2-2a). From
then, through 1800s, LULCC intensified (Figure 2-2b to 2-2d), particularly in
Western Europe, and significant LULCC also occurred over much of Asia
including India and China [Pielke et al, 2011]. More intense and widespread
LULCC has occurred since the 1900s (Figure 2-2e) such that at the end of the
millennium (Figure 2-2f) few significant land areas had not been affected by
human activity. Of course, these LULCC estimates are also still undergoing
refinements. For example, over Australia some areas currently assigned as
pasture are more likely ungrazed semiarid and arid areas [Pielke et al., 2011].
However, overall, Figure 2-2 provides a robust picture of the scale of LULCC at

large spatial scales.
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Figure 2-2: Reconstructed and projected LULCC for various time periods. The
scale is the relative fraction of any grid box containing pasture or crops. These
data were obtained from the LULCC dataset downloaded from the Land Use
Harmonization web site (http://luh.unh.edu). Note: The analysis of the type of
landscape continues to undergo refinement (e.g. over Australia where ungrazed
semiarid and arid areas are shown as pasture) (figure 2 of Pielke et al,, 2011).

2.2 How does LULCC affect climate?

LULCC affects the climate in two ways: (1) biogeochemically, via the capture and
storage of CO, the release of other greenhouse gases and the cycling of mineral
and organic compounds; and (2) biogeophysically, via changes in surface
characteristics such as albedo and roughness length and changes in processes
such as transpiration [Levis, 2010]. This study focuses on the biophysical

impacts of LULCC, which are illustrated in Figure 2-3.
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Figure 2-3: Schematic overview of the processes contributing to the biophysical
effect of deforestation (figure 2 of Davin and de Noblet-Ducoudré, 2010). The left
column shows the processes over forests while the right column shows the same
processes over crops and grasslands.
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Since crops generally have higher albedo than forests, the increase in the
reflected solar radiation results in a cooler surface temperature (Figure 2-3a). In
the presence of snow (for example in the mid- and high-latitudes during winter),
this effect is particularly pronounced as snow can entirely cover the short
cropland and significantly increase the surface albedo. Crops also commonly
have lower surface roughness compared to forests. LULCC therefore tends to
reduce turbulent heat fluxes resulting in surface warming (Figure 2-3b).
Further, because crops have generally shallower root systems, they have a lower
capacity to extract soil water resulting in lower evapotranspiration and an
increased sensible heat flux, which tends to further warm the surface (Figure 2-
3c). The effect of LULCC on albedo (Figure 2-3a) is more dominant over the
temperate regions while the effects on the turbulent fluxes (Figures 2-3b and 2-
3c) are more dominant over the tropics [Davin and de Noblet-Ducoudré, 2010].
Overall, LULCC tends to cool mid-latitudes because the albedo effect dominates,
while warming the tropics because the effects linked to turbulence and roots
dominate [Lawrence and Chase, 2010]. While these effects may seem
straightforward, quantification of these impacts is complicated by feedback
mechanisms and by impacts due to other climate forcings [Davin and de Noblet-

Ducoudré, 2010; de Noblet-Ducoudré et al., 2012].

The next section describes the fundamental equations that represent the key
role played by the land surface in climate in terms of the surface energy balance

and the surface water balance.
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2.2.1 Surface energy balance

The surface energy balance is given by:

Rnet = S(l—O{)+ I-in - Lout Eq 2-1

R =H+AE+G Eq. 2-2

where Rye: is the net radiation (W m-2), Sis the incoming shortwave radiation (W
m-2), a is the surface albedo and L;, and L. are the incoming and outgoing
longwave radiation (both in W m2). H is the sensible heat flux (W m-2), 1 is the
latent heat of vaporization (J kg1), E'is evaporation (kg m2 s'1) and the quantity
AFE is the latent heat flux (W m2). (G is the soil heat flux (W m2). Equation 2-1
describes how the incoming solar radiation gets reflected back into space or
absorbed and re-emitted in the form of longwave radiation. In terms of energy
flux, net radiation (Rner) is balanced by the sensible (H) and latent (AE) heat
fluxes, which described the exchange of energy between the land surface and the

atmosphere, as well as the storage of energy within the soil.

H may be defined as:

H==""pc, Eq. 2-3

where T is the surface temperature (K), 7-is a reference temperature (K) above
the surface, p is the density of the air (kg m-3) and ¢, is the specific heat of air (]
kg1 K-1). The aerodynamic resistance (s m'1), represented by r is related to the

surface roughness length and thus, vegetation height.
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AE is more complex to estimate than H because it also involves biological
processes associated with stomates. It is commonly represented using the

aerodynamic approach [Sellers, 1992]:

AE =(e*(TS)_e’)pCp Eq. 2-4
r,+r, 14
where e*(Ts) is the saturated vapour pressure (Pa) at Ts, er is the vapour
pressure at reference height (Pa) and y is the psychometric constant (Pa K1).
The remaining term, rs, is the surface resistance (s m'1), which describes how
easily water can evaporate from the soil. Plants differ on the physiology of the
stomata, evolving to manage the conflicting goals of permitting CO2 uptake
during photosynthesis and restricting water loss during transpiration. The
inclusion of the stomates in rs tightly couples AE to biological activity via

photosynthetic activity, and thus carbon uptake by plants.
The soil heat flux is a diffusion-conduction process, which can be generalized by:

G=-K T, Eq. 2-5
dz

Where z (m) is the soil depth and K (W m K1) is the thermal conductivity,
which determines the heat flow rate by conduction within the soil. Equation 2-5
simplifies the complexity of soil heat conduction which is usually treated with
care in climate models following, for example, Hillel [1982]. In the model used in
this thesis, this is not dependent on vegetation type (i.e. it does not change when

forests are converted to cropland) and thus will not be discussed further.
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2.2.1.1 Albedo
The radiative effect of albedo as shown in Figure 2-3a is expanded in Figure 2-4,
which shows the feedback mechanisms involved as surface albedo is changed

when forests are replaced with crops and grass.

Figure 2-4: Conceptual diagram of the impact of an increase in albedo on the land
surface and some elements of the boundary layer climate. The dotted line
represents a positive feedback while the dashed line represents a negative feedback
(adapted from figure 2 of Pitman, 2003).

2-9



Review of Related Literature

Instead of simply cooling the surface by reducing the absorbed solar radiation,
the increased albedo reduces the net radiation at the surface, which affects the
surface fluxes and the forcing to the boundary layer. This potentially affects the
amount of convective clouds, which in turn affects the solar energy reaching the
surface. Any increase in solar energy reaching the ground would tend to warm
the surface. A reduction in convective cloud cover would result in reduced
convective precipitation and soil moisture that could, in time, hinder plant
growth and result in a surface with a higher albedo via a positive feedback.
These feedback mechanisms make it difficult to quantify the net effect of LULCC
because we do not know which mechanisms will dominate, how these
relationships change in the presence of other forcings, and how these

mechanisms change spatially or on different time scales.

LULCC can modify the surface in contact with the atmosphere and therefore the
balance between fluxes from the soil and vegetation. These changes are
important because a decrease in AE means a decrease in water vapour supplied
to the atmosphere and therefore, at least potentially, a decrease in cloudiness
and precipitation. A decrease in the H means a cooler planetary boundary layer
and potentially less convection, and thus less clouds and precipitation. Changes
in the cloud and precipitation feedback may also affect the initial albedo
perturbation. Given the key role of the H and AE in the climate system, it is
important to properly simulate the diurnal, seasonal and longer-term variations

of these fluxes [Pitman, 2003].
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Different surfaces have different optical properties. Different soil types have
different albedo but generally barren soil has higher albedo than vegetated
areas. Different plant functional types have different characteristics (e.g. leaf
size and shape, photosynthetic capacity, leaf nitrogen, etc.), which allow them to
interact differently with the environment. In particular, the leaf area index (LAI,
the surface area of leaf per surface area of ground), leaf orientation and other
optical properties affect how the incoming solar radiation is absorbed or
reflected within the canopy, and therefore the surface albedo. The following
tables illustrate show how the forest vegetation types can be very different from
croplands (Table 2-1) and how different surfaces can have very different albedo

(Table 2-2).

Table 2-1: Leaf orientation, reflection (R), transmission (T), and absorption (A) of
solar radiation by a leaf for visible and near-infrared wavebands (from table 18.1
of Bonan, 2008).

Vegetation Leaf Visible Near-infrared
type orientation R T A R T A
Needleleaf tree | Random 0.07 | 0.05 | 0.88 | 0.35 | 0.10 | 0.55
Broadleaf tree | Semi-horizontal 0.10 | 0.05 | 0.85 | 0.45 | 0.25 | 0.30
Grass, crop Semi-vertical 0.11 | 0.07 | 0.82 | 0.58 | 0.25 | 0.17

Table 2-2: Broadband albedo of various surfaces (from table 13.1 of Bonan, 2008)

Surface Albedo

Fresh snow 0.80-0.95
Old snow 0.45-0.70
Desert 0.20-0.45
Glacier 0.20-0.40
Soil 0.05-0.40
Cropland 0.18-0.25
Grassland 0.16-0.26
Deciduous forest 0.15-0.20
Coniferous forest 0.05-0.15
Water 0.03-0.10
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2.2.1.2 Leaf area index

The amount of foliage in the canopy is measured by the leaf area index (LAI),
which is the projected area of leaves per unit of ground area. Figure 2-5 shows
how LAI typically varies across vegetation types. Tall evergreen forests with
thick canopies and understories commonly have high LAI while short grass and

shrubs commonly have small LAL

Figure 2-5: Vegetation height and leaf area index in relation to the minimum
annual precipitation needed to sustain the vegetation (figure 24.7 of Bonan, 2008).

Figure 2-6 illustrates how changes in the LAI can influence the exchange of H
and AE. Converting forests with thick canopies to croplands decreases the LAI
and likely results in increased net radiation at the soil surface. Decreased LAI

could also result in a reduction in the ability of the surface to transpire, reducing
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water uptake through the roots. Finally, lower LAI means less precipitation can
be intercepted which reduces the quick evaporation from the plant surfaces; but
it also means that more precipitation would reach the ground via throughfall,
resulting in increased soil moisture. The availability of moisture in the soil,
combined with the increase in net radiation, could result in increased soil-based

water exchange with the atmosphere.

Figure 2-6: As Figure 2-4 but for decrease in LAI (adapted from figure 3 of Pitman,
2003).

2-13



Review of Related Literature

2.2.1.3 Root distribution

The depth to which the roots of different vegetation types penetrate in soil
affects the overall supply of water for transpiration as deeper roots can access a
greater volume of soil from which water can be extracted. Root distribution is
typically represented in models following, for example, Gale and Grigal [1987].
Figure 2-7 shows how the cumulative root fraction as a function of soil depth
may be defined for different vegetation types [Jackson et al., 1996].

Cumulative Root Fraction (Y)
0 025 05 075 1 0 025 05 075 1 0 025 05 075 1 0 025 05 075 1
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Figure 2-7: Cumulative root distribution as a function of soil depth for eleven
terrestrial biomes and for the theoretical model of Gale and Grigal (1987). The
curve in each biome panel is the least squares fit of § for all studies with data to at
least 1 m depth in the soil. Gale and Grigal’s equation is of the form Y=1- 3¢, where
Y is the cumulative root fraction, d is soil depth (in cm), and B is the fitted
parameter. Larger values of [ imply deeper rooting profiles. Symbols represent
values from various studies (figure 1 of Jackson et al., 1996).
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Changes in the distribution of roots (Figure 2-8) can change the amount of soil
moisture available for transpiration and a positive feedback between reduced

water uptake, rainfall, and further reductions in root depth may exist.

Figure 2-8: As Figure 2-4 but for decrease in root depth (adapted from figure 4 of
Pitman, 2003).

The conversion of deep-rooted forests to shallow-rooted crops could induce less
transpiration and a reduction in the atmospheric water vapour necessary for
cloud formation and precipitation, resulting in decreased soil moisture. The
reduction in transpiration could also allow more of the available water in the soil

to evaporate directly and increase the soil-based water exchange; or increase the
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boundary layer heating by increasing the canopy temperature. Finally, in
moisture-limited conditions, shallow roots increase the tendency of plants to
wilt, which may eventually reduce the plant growth. Deforestation can thus lead

to drier conditions and further decreases in vegetation cover.

2.2.1.4 Roughness length

The aerodynamic resistance (r;) links the surface characteristics to the
turbulence that drives the exchange of H and AE. With all other factors being
equal, rough surfaces generate more turbulence and have higher H and AE than
smoother surfaces. However, surface roughness length, which is a function of
the drag properties of the land surface, varies greatly with vegetation cover
(Figure 2-5 and Table 2-3). Roughness length for vegetation is commonly
assumed to be one-tenth of canopy height and displacement height is seven-
tenths canopy height, such that aerodynamic resistance decreases with
increasing vegetation height [Bonan, 2008a]. More precisely, aerodynamic
resistance is inversely related to the wind speed and the logarithm of the surface

roughness.

Table 2-3: Roughness length of various surfaces (from table 14.1 of Bonan, 2008)

Surface Roughness length (m)
Soil 0.001-0.01
Grass

Short 0.003-0.01

Tall 0.04-0.10
Crop 0.04-0.20
Forest 1.0-6.0
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The impact of the decreased roughness length through conversion of forest to
cropland is shown schematically in Figure 2-9. Conversion of forests to cropland
reduces the surface roughness length and reduces turbulence. Less turbulence
means less heat and moisture gets transferred from the surface to the
atmosphere resulting in increased surface temperature. The reduction in H and
AE could result in decreased atmospheric water vapour and heating within the
boundary layer, potentially resulting in less clouds, precipitation and thus
reduced soil moisture which could, in turn, lead to reduction in vegetation cover

which would further reduce the surface roughness length.

Figure 2-9: As Figure 2-4 but for decrease in roughness length (adapted from
figure 5 of Pitman, 2003).
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2.2.2 Surface water balance

The surface water balance (Equation 2-6) describes how available precipitation
(P) is partitioned to evaporation (E), runoff (Rsurrand Rarain) and change in soil
moisture storage (4S), all in kg m2 s'1. The surface water balance equation is
related to the energy balance equation via the evaporation term. Runoff is split
into the fast (Rsurf) and slow (Rarain) components, which are influenced by the

characteristics and wetness of the soil.

P=E-R R AS

surf Eq. 2-6

drain —

LULCC affects the surface water balance by changing the way vegetation affects
interception and transpiration. Changes in the vegetation distribution affect the
balance between fluxes originating from the soil and those derived from canopy
processes (see Section 2.2.1.2). Changes in E (via evapotranspiration, soil
evaporation, re-evaporation from of intercepted water) affect runoff (R) and soil
moisture change (45). These then affect a variety of other processes through the

link with the surface energy balance as shown in Figure 2-10.

Thus, the key characteristics of the land surface that influence climate are
albedo, roughness length and the characteristics of plants that influence their
surface area or their ability to take water from soil and transpire it. A major
impact of changes in the nature of the land surface is the effect on the time scale
of surface-atmospheric exchanges [Betts, 2009]. Extremes, especially
temperature, are affected by the nature of the surface and whether moisture can
be supplied for evaporation. Thus, modifications in the nature of the land

surface could affect not only mean surface-atmospheric exchanges, but also the
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extremes and the time scale of the response of the land surface to various

external perturbations.

Figure 2-10: As Figure 2-4 but for decrease in soil moisture (adapted from figure 6
of Pitman, 2003).

2.3 Evidence from observational and modelling studies

Figure 2-11 illustrates how the differences in the characteristics of the forest and
agricultural land cover can affect the local and regional climate. The impacts of
the two different surfaces generally oppose each other but other factors (e.g.,
irrigation) and the feedback from the atmosphere makes the system highly
nonlinear and complex. Moreover, the influence of LULCC has been shown to

influence climate over a range of spatial and temporal scales [Pielke et al., 2007].
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Figure 2-11: A conceptual diagram of the influence of LULCC on local/regional
climate (figure 4 of Pielke et al., 2007).

Observational and modelling studies provide ample evidence that LULCC has a
significant effect on local and regional climate [Pielke et al, 2011]. Regional
surface temperatures are clearly affected by landscape type [Bonan, 1997; Gallo
et al, 1999; Lim et al., 2005; Roy et al., 2007; Wichansky et al., 2008; Fall et al.,
2010b; Mahmood et al., 2010]. However, compared to the effects of greenhouse
gases (warming) and sulphate aerosols (cooling), the temperature response to
LULCC is multidirectional, depends on the type of change [Pielke et al., 2011] and

may be subject to interaction with soil conditions [Seneviratne et al., 2006b].

2.3.1 Changes in local climate

Changes in the surface and near surface variables such as the latent heat flux,
sensible heat flux and planetary boundary layer can change the local climate as
shown by observational studies and confirmed by modelling studies. Local

studies have shown that deforestation can alter cloud climatology over South
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America [Wang et al., 2009], local circulation [Souza et al., 2000] and the onset of
the rainy season [Butt et al, 2011] over the Amazon as well as affect local
weather phenomena such as thunderstorms over areas as diverse as the
Canadian Prairies [Raddatz, 1998] and the Sahel [Taylor et al., 2011a]. Replacing
native vegetation with pastures and crops have also increased temperatures
over the Brazilian Cerrado [Loarie et al., 2011], USA and Canada [Sun et al.,, 2003;

McPherson et al., 2004; Strack et al., 2008].

Studies over South America [Silva Dias et al., 2002; Wang et al., 2009], Australia
[Lyons et al., 1993; Ray et al, 2003; Lyons et al, 2008; Nair et al, 2011] and
Oklahoma [Sun et al, 2003] indicate that changes in the sensible heat flux can
change planetary boundary layer development. For example, during the Bunny
Fence Experiment [BuFEx, Lyons et al, 1993] in Australia, the latent heat flux
over the agricultural region varied between 40 to 80 W m2 during winter and
without exceeding 30 W ™2 during summer, while the latent heat flux over the
native vegetation remained relatively low throughout the year, rarely exceeding
40 W m-2 [Nair et al., 2011]. The sensible heat flux over the native vegetation
was also consistently higher resulting in vigorous boundary layer development
and increased planetary boundary layer height. This is illustrated in Figure 2-
12a which shows boundary cloud formation over the native vegetation area but
none over the agricultural areas of southwest Australia. Figure 2-12b shows the
land use map over the region with crop and pastures west of the rabbit proof
fence and native vegetation east of the fence. Cloud-free satellite images of the
region (Figure 2-12c) show marked differences between the agricultural region,

native vegetation and forest areas.
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Figure 2-12: (a) Geostationary Meteorological Satellite (GMS) visible imagery for
January 3, 1999, 1500 LST over southwest Australia. The agricultural areas are
clear, while boundary cloud formation occur over native vegetation areas. Note
that the western extent of the cloud fields coincide approximately with the rabbit
proof fence that demarcates the cleared areas from the regions of remnant native
vegetation (figure 4 of Pielke et al., 2011); (b) land use map of southwest Australia
with the native vegetation areas shown in shades of purple, pink and off white,
agricultural regions shown in shades of yellow and orange, forestry areas shown in
shades of green and urban areas shown in red (from
http://www.abares.gov.au/landuse); (c) composite image of the region (image
courtesy of Google Earth).

2.3.2 Changes in the regional and global climate
While the impact of LULCC on local climate is clear, there seems to be spatial

thresholds that determine how LULCC can affect change in the mesoscale and
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regional-scale. Small-scale landscape changes (in the range of 2-5 km) may be
sufficient to trigger boundary layer dynamics but spatial heterogeneity of
approximately 10-20 km is required for creating mesoscale circulations [Pielke
and Uliasz, 1993; Baidya Roy et al, 2003; Baldi et al, 2005]. To affect the
synoptic convergence patterns, the required landscape change may be in the
order of 50-100 km. This is because, below a certain threshold, the convective
boundary layer or regional flow could homogenize any heterogeneity before
they reach very high into the atmosphere [Avissar and Pielke, 1989], essentially

losing any LULCC signal.

Other regional-scale studies suggest that LULCC may alter the intensity of
monsoons [Takata et al., 2009; Kishtawal et al., 2010], the post-landfall rainfall of
tropical systems [Chang et al., 2009; Kishtawal et al., 2010] and the rainfall and
temperature over some regions of Australia [Narisma and Pitman, 2003; Pitman

etal, 2004; McAlpine et al., 2007].

Global LULCC studies [e.g., Findell et al., 2009; Pitman et al., 2009; Davin and de
Noblet-Ducoudré, 2010; Lawrence and Chase, 2010; de Noblet-Ducoudré et al.,
2012] have shown that on a global scale, the physical impacts of LULCC on
temperature and rainfall are less important than large-scale sea surface
temperature (SST) anomalies such as ENSO [Findell et al, 2009]. However, in
regions of LULCC, the impact can be equally or more important than the SST
forcing patterns in determining the seasonal cycle of the surface water and
energy balance [Findell et al, 2009]. LULCC generally causes year round

warming in tropical and subtropical regions and winter cooling and summer
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warming in the higher northern latitudes [Lawrence and Chase, 2010]. The
cooling over the temperate and boreal zones is due to the stronger albedo effect
over that region; while the warming over the tropics is due to the dominance of
evapotranspiration efficiency, surface roughness over the region [Davin and de
Noblet-Ducoudré, 2010]. Multi-model simulations such as those from the “Land-
Use and Climate, IDentification of robust impacts” (LUCID) project show that,
despite imposing a common land cover change map, it is still not possible to
show one common impact of LULCC because of model differences [Pitman et al,
2009; de Noblet-Ducoudré et al., 2012]. To complicate the situation further, the
impact of LULCC on climate depends on the background climate [Pitman et al,

2011].

LULCC can clearly alter regional climate and global studies indicate the
differences in the impact of LULCC on different regions. However, these studies

focus mainly on changes in the mean climate and not on the extremes.

2.4 Focus on the extremes

While changes in the mean climate are important, it is the extremes that have
immediate yet profound impact on society. Communities eventually adapt to
changes in the norm but because the rarity of extremes makes them difficult to
get used to, they tend to expose vulnerabilities which could, in unfortunate
circumstances, lead to disaster. For society to come up with strategies to
withstand the severe impact of these unexpected events, it is imperative to
identify these extremes and how they are changing. This thesis uses a set of

indices, identified by a group of international experts as the key indicators of
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changes in the extremes, to determine whether LULCC can significantly change

their intensity, duration and frequency. But what exactly are climate extremes?

There is no consistent definition of what constitutes an extreme in the context of
climate research [Stephenson, 2008]. An extreme climatic event may be defined
as one that is rare at a particular place and time of year [IPCC, 2007] or one that
causes extraordinary economic and social damage and disruption [Easterling et
al, 2000b]. Mathematically, an extreme might be categorized as the infrequent
events at the high and low end of the distribution of a particular variable. The
function describing the probability of occurrence of particular values of a
variable is known as a probability distribution or density function. For many
variables this distribution follows a ‘normal’ or ‘Gaussian’ distribution (i.e., the
familiar ‘bell’ curve) shown in Figure 2-13a for daily temperature. Other
variables, such as daily precipitation, tend to have different probability

distributions as shown in Figure 2-13b.

Changes in the extremes may occur because of a shift of the entire distribution
(Figure 2-14a). In this case, the shift of the distribution results in more hot
extremes and less cold extremes. A change in variability without a change in the
mean (Figure 2-14b) may result on changes in both extremes. In this case, there
is an increased probability of both hot and cold extremes. A change in shape of
the distribution (Figure 2-14c) could result in almost no change in one extreme
but a change in the other extreme, implying that changes in the extremes can be

much greater than the relative changes in the mean and standard deviation.
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Figure 2-13: The probability distributions of daily temperature and precipitation.
The higher the black line, the more often weather with those characteristics occurs.
Shaded areas denote extremes (figure 1 of Zhang et al, 2011).

Because large changes in the extremes can occur even with small changes in the
average climate, extremes may be the first indication that the climate is changing
in a way that can affect humans and the environment. However, while the
importance of the societal and economic impacts of extreme climate events is
undeniable, the study of climate events (particularly on the global scale) is still in

its infancy [Alexander and Tebaldi, 2012].
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Figure 2-14: The effect of changes in temperature distribution on extremes.
Different changes in temperature distributions between present and future climate
and their effects on extreme values of the distributions: (a) effects of a simple shift
of the entire distribution toward a warmer climate; (b) effects of an increase in
temperature variability with no shift in the mean; (c) effects of an altered shape of
the distribution, in this example a change in asymmetry toward a hotter part of the
distribution (modified figure SPM.3 in IPCC, 2012). The solid line indicates the
initial distribution while the dashed line indicates the new distribution.
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The first IPCC report did not address the question of weather extremes have
changed [Folland et al., 1990; Folland et al, 1992]. In the second assessment
report, [PCC attempted to address the question of whether climate had become
more variable or extreme [Nicholls et al., 1996] but found no global evidence of
change in part because observational data was not comprehensive enough.
There were a few regional studies available but the lack of consistency in
definition of extremes made it impossible to provide a comprehensive global
picture. These challenges led to efforts to improve the analysis of extremes
[Nicholls and Alexander, 2007] such that by the third and fourth assessment
reports in 2001 and 2007, firmer statements could be made about past and
future changes in extremes and the attribution of their causes [Alexander and

Tebaldi, 2012].

With the documented increasing trend (0.13 * 0.03 °C decade!) in global mean
temperature since 1950 [Trenberth et al, 2007], changes in temperature
extremes could be observed. The change in the extremes included a reduction in
cool nights and an increase in the intensity of heavy precipitation events
[Trenberth et al, 2007]. But while these changes in extremes are consistent
with a warmer climate, extensive research demonstrates that changes in the
mean may be unreliable indicators of changes in the magnitude of relative
extremes which occur within the tails [Mearns et al, 1984; Katz and Brown,
1992; Zwiers and Kharin, 1998; Easterling et al., 2000a; Kharin and Zwiers, 2000;
Kharin et al, 2007]. That is, changes in extremes may also be influenced by
changes in other parameters of the distribution, such as scale and skewness,

which warrant projections of climate extremes to be calculated independently
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from mean projections [Perkins, 2011].

Climate extremes are commonly analysed in terms of return levels [Kharin et al.,
2007] or indices [Frich et al.,, 2002; Alexander et al.,, 2006]. A return level is the
magnitude of an event that occurs once on average during a specified return
period [Coles, 2001]. For example, a 1-in-20 year precipitation event is said to
occur, on average, once every 20 years. The generalized extreme value
distribution has also been used extensively in this kind of analysis [e.g. Zwiers
and Kharin, 1998; Kharin and Zwiers, 2000; Kharin et al.,, 2007; Rusticucci and

Tencer, 2008; Perkins, 2011].

Climate indices are diagnostic tools used for monitoring the climate and are
designed to describe changes in the frequency, magnitude and duration of
climate extremes. Frich et al. [2002], using a limited set of climate indices to
analyse global terrestrial observed data, concluded that a large proportion of the
global land area was increasingly affected by a significant change in climatic
extremes during the second half of the 20% century, including an increase in
rainfall and an increase in warm nights. Alexander et al. [2006] used indices
defined by the CCl/CLIVAR/JCOMM Expert Team on Climate Change Detection
and Indices [ETCCDI, Peterson and Manton, 2008] and a more comprehensive set
of global observational data. Their results showed widespread significant
changes in temperature extremes associated with warming, especially for
indices derived from daily minimum temperature. Daily maximum temperature
indices showed similar changes but with smaller magnitudes [Alexander et al.,

2006]. Precipitation changes showed widespread and significant increase, but
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the changes are much less spatially coherent than the changes in temperature

[Alexander et al., 2006]. Some of these results are shown in Figures 2-15 to 2-17.

Figure 2-15a shows a significant decrease in the annual occurrence of cold
nights while Figure 2-15b shows a significant increase in the annual occurrence
of warm nights implying a positive shift in the distribution of daily minimum
temperature throughout the globe. A similar shift towards warmer days is seen
in daily maximum temperature but at smaller magnitudes (Figure 2-15c and 2-
15d). Figure 2-16 shows a decrease in the duration of cold spells (Figure 2-16a),
number of frost days (Figure 2-16c), and the extreme temperature range (Figure
2-16d), but an increase in the duration of warm spells (Figure 2-16b).
Precipitation indices show increasing trends, which are widespread and
significant, but these changes are much less spatially coherent than the
temperature trends (Figure 2-17). Comparison between observed and
simulated trends at the global scale shows that, despite limitations, models can
reasonably simulate trends in temperature extremes but not precipitation
extremes [Tebaldi et al., 2006]. Multi-model projections [e.g. Tebaldi et al., 2006;
Kharin et al., 2007] have also shown changes in temperature and precipitation

extremes consistent with a warmer climate.
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Figure 2-15: Trends (in days per decade, shown as maps) and annual time series
anomalies relative to 1961-1990 mean values (shown as plots) for annual series of
percentile temperature indices for 1951- 2003 for (a) cold nights (TN10p), (b)
warm nights (TN90p), (c) cold days (TX10p), and (d) warm days (TX90p). Trends
were calculated only for the grid boxes with sufficient data (at least 40 years of
data during the period and the last year of the series is no earlier than 1999). Black
lines enclose regions where trends are significant at the 5% level. The red curves on
the plots are nonlinear trend estimates obtained by smoothing using a 21-term
binomial filter (figure 2 of Alexander et al., 2006).
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Figure 2-16: As Figure 2-15 but for (a) cold spells (CSDI, in days), (b) warm spells
(WSDI, in days), (c) frost days (FD, in days) and (d) extreme temperature range
(ETR, i.e. TXx-TNn, in °C) (figure 3 of Alexander et al., 2006).
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Figure 2-17: As Figure 2-15 but for precipitation indices (a) heavy precipitation
days (R10 in days), (b) contribution from very wet days (R95pT=(R95p/
PRCPTOT)*100 in %), (c) consecutive dry days (CDD in days), and (d) daily
precipitation intensity (SDII in mm/day) (figure 6 of Alexander et al,, 2006).
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Figure 2-18 shows multi-model average spatial patterns of change of
temperature indices at the end of the 20t century (left column) and under the
Special Report on Emissions Scenarios [SRES, Nakié¢enovic et al., 2000] A1B (mid-
range) scenario (right column). From top to bottom, it shows: (a) total number
of frost days, (b) intra-annual temperature range, (c) growing season length, (d)
heat wave duration index and (e) warm nights [Tebaldi et al., 2006]. Shades of

blue (red) indicate a cooling (warming) trend.

Figure 2-19 shows multi-model average spatial patterns of change of
temperature indices at the end of the 20t century (left column) and under the
A1B scenario (right column). From top to bottom, it shows: (a) the number of
days with precipitation > 10 mm, (b) maximum number of consecutive dry days,
(c) maximum 5-day precipitation total, (d) simple daily intensity index and (e)
fraction of total precipitation due to events exceeding the 95% percentile of the
climatological distribution for wet day amounts [Tebaldi et al., 2006]. Shades of

blue (red) indicate a trend towards wetter (drier) climate.

For all indices it is clear that the dominant patterns surfacing with significant
strength at the end of the 21st century are the ones already present at the end of
the 20t century. This is not surprising and is most evident in the temperature-
related indices (Figures 2-18) but is detectable in the precipitation indices

(Figure 2-19) as well [Tebaldi et al., 2006].
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Figure 2-18: Multi-model averages of spatial patterns of change of temperature
indices between two twenty-year averages at the end of 20th century (1980-1999
minus 1900-1919, left column) and under A1B (2080-2099 minus 1980-1999,
right column). Each grid point value for each model has been standardized first;
then a multi-model simple average is computed. Stippled regions correspond to
areas where at least five of the nine models concur in determining that the change
is statistically significant. Oceans (and subtropical regions for frost days and
growing season) are not included in the analysis and are left blank (from figures 3
and 4 of Tebaldi et al., 2006).
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Figure 2-19: As Figure 2-18 but for precipitation indices (from figures 3 and 4 of
Tebaldi et al., 2006).
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2.5 Drivers of climate extremes

Alexander and Tebaldi [2012] note that natural modes of climate variability such
as the El Nino-Southern Oscillation (ENSO), North Atlantic Oscillation (NAO), and
the Southern Annular Mode (SAM) have a significant influence on the variability
of atmospheric climate. Of these, ENSO has been identified as the most dominant
mode of interannual variability that influences mean climate conditions as well
as extreme climatic events such as droughts and floods in many parts of the

world. However, other contributing factors and processes are also important.

For example, over Australia, Alexander and Arblaster [2009] note that a number
of studies have attributed portions of the drying in southwest Australia to
anthropogenic forcing [Cai and Cowan, 2006; Hope, 2006; Timbal et al., 2006],
the impact of natural variability [Cai et al, 2005] and land-cover change [Pitman
and Narisma, 2005; Timbal and Arblaster, 2006; Pitman and de Noblet-Ducoudré,
2012]. An increase in precipitation and associated cooling in northwest
Australia have been variously ascribed to aerosols [Rotstayn et al., 2007] and an
enhancement of the Australian monsoon [Wardle and Smith, 2004] in addition to
other large-scale driving mechanisms which include the decadal variability of

the tropical Pacific sea surface temperatures [Alexander and Arblaster, 2009].

Mesoscale and regional-scale studies have shown that LULCC can affect
extremes. Most recently, Teuling et al. [2010] highlighted how forest and
grassland regions of Europe responded differently in terms of heatwaves,
identifying a different resilience of the deeply rooted forests compared to

grasslands. In fact, once linked with the impact of LULCC on land-atmosphere
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coupling [Seneviratne et al., 2006a; Seneviratne et al., 2010] and the recognition
that the surface energy balance is strongly affected by the nature of the land
cover [Pitman, 2003; Bonan, 2008b; Levis, 2010] it is implausible to think that
LULCC would not affect extremes to some degree provided it is of a sufficient

scale and intensity.

Studies on the role of land surface in suppressing or exacerbating temperatures
extremes [Durre et al.,, 2000; Seneviratne et al., 2006a; Diffenbaugh et al., 2007;
Fischer et al.,, 2007] emphasize the important role of soil-moisture deficit in
intensifying or lengthening heatwaves through feedback between temperature,
evaporation and precipitation [Alexander and Tebaldi, 2012]. In figure 2-20,
Alexander [2011] illustrates how the partitioning of the sensible and heat fluxes

affects the development of the boundary layer and the hydrological cycle.

Figure 2-20: Schematic of the net radiation budget at the land surface at (a) areas
with high moisture and (b) areas with high soil-moisture deficit (figure 1 of
Alexander, 2011).

In areas with high soil moisture (Figure 2-20a), the latent heat flux via
evaporation and transpiration dominates, enhancing cloud formation and a

tendency for cooling. In contrast, in areas of high soil-moisture deficiency
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(Figure 2-20Db), the dry soil increases the sensible heat flux, producing a deeper,
warmer, drier low-level atmosphere, inhibiting convection and cloud formation

and creates a positive feedback loop.

2.6 Summary

This chapter describes the theory of how LULCC can affect climate and presents
examples from recent studies to establish the current understanding of the
impacts of LULCC on climate in the observed and simulated changes in extremes.
Existing studies have established the major role played by LULCC in the climate
system [Pielke et al., 2011; Pitman and de Noblet-Ducoudré, 2012] and emphasize
the need to correctly predict changes in the extremes to ascertain its possibly
adverse effects [Alexander and Tebaldi, 2012; IPCC, 2012]. However, thus far,
modelling studies on the role of LULCC have been largely limited to how the
mean regional or global climate is affected. Further, studies of how extremes
have changed, or might change in the future, have tended to examine the role of

increasing greenhouse gases and not examined any role associated with LULCC.

This thesis attempts to combine these separate avenues by examining how
LULCC might affect extremes. However, before presenting results on how LULCC
affects extremes, the methodology employed in this thesis is presented, followed
by an examination of how LULCC affects the mean regional and global climate.
The next chapter therefore describes the model used, experiments conducted to
simulate LULCC as well as the methods for calculating the changes in the

extremes.
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Chapter 3
Methodology

To simulate the effect of LULCC on climate extremes, a climate model coupled to
a sophisticated land surface model (LSM) capable of simulating the fluxes of
energy, water and carbon at the canopy scale is used. The climate model needs
to be able to run long enough simulations to allow an equilibrated state to be
realized and allow for rigorous statistical testing. This inevitably implies a
compromise in terms of the resolution used to resolve spatial scales. Exploring
the impact of LULCC on extremes also requires an LSM with sufficient
complexity such that any imposed changes in land cover results in a change in
surface characteristics that, in turn, affects the simulation of land surface fluxes.
This chapter describes the models used, and the modifications implemented, for
the LULCC experiments. The methods used to assess changes in the means and

extremes are also described.

3.1 The CSIRO MKk3L climate model
The CSIRO MK3L climate system model is a computationally efficient coupled

general circulation model designed primarily for millennial-scale climate
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simulations and paleoclimate research. It is composed of sub-models that
describe the atmosphere, ocean, sea-ice and land surface. A full description of

the model is provided by Phipps et al. [2011] and is summarized below.

The atmospheric model is a reduced-resolution version of the atmospheric
component of the CSIRO Mk3 model [Gordon et al, 2002] with zonal and
meridional grid increments of 5.625° and ~3.18° respectively. Its hybrid
vertical coordinate has 18 vertical levels. Figure 3-1 shows the Mk3L model
topography. A cumulus convection scheme [Gregory and Rowntree, 1990] and a
prognostic stratiform cloud scheme [Rotstayn, 1997; 1998; 2000] are both
incorporated in the model. The radiation scheme simulates the full annual and
diurnal cycles of longwave and shortwave radiation and is able to calculate the
cloud radiative forcings [Lacis and Hansen, 1974; Fels and Schwarzkopf, 1975;
1981; Schwarzkopf and Fels, 1985; 1991]. Ozone concentrations are taken from
the AMIP Il recommended dataset [Wang et al, 1995]. To specify the
atmospheric CO2 concentrations, CO; transmission coefficients are generated
using utilities provided with the model [Phipps et al., 2011]. The epoch and solar
constant, which may be modified for studies on millennial timescales, have been

set by default to 0 and 1365 W m-2, respectively [Phipps et al., 2011].

The default land surface model in the CSIRO Mk3L (hereafter referred to as K91)
is an enhanced version of the soil-canopy model described by Kowalczyk et al.
[1991; 1994]. K91 is replaced by the CSIRO Community Atmosphere Biosphere
Land Exchange (CABLE) model for this thesis and is therefore not discussed in

further detail.
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The CSIRO Mk3L model can be run in three different configurations: (1) the fully
coupled climate system model, (2) a stand-alone ocean model, or (3) a stand-
alone atmosphere-land-sea ice model. In the stand-alone atmosphere model,
which is used in this thesis, four types of surface grid point are employed: land,
ocean, mixed-layer ocean and sea-ice. The temperatures of the ocean grid points
are determined from prescribed monthly sea surface temperatures. Linear
interpolation in time is used to estimate values at each time step. At high
latitudes, ocean grid points may be converted to mixed-layer ocean and sea ice

grid points [Phipps et al., 2011].

Figure 3-1: The topography of the Mk3L atmosphere model showing the elevation
of the land grid points (m) (figure 1 of Phipps et al, 2011).
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The sea-ice model includes both ice dynamics and ice thermodynamics
[O'Farrell, 1998]. Internal resistance to deformation is parameterized using
cavitating fluid rheology [Flato and Hibler 111, 1990; 1992]. The thermodynamic
component splits the ice into three layers, one for snow and two for ice [Semtner,
1976]. Sea ice grid points are allowed to have fractional ice cover, representing

the presence of leads and polynyas.

The oceanic component of Mk3L [Gordon and O'Farrell, 1997; Hirst et al., 2000;
Bi, 2002] is a coarse resolution, z-coordinate general circulation model based on
the implementation by Cox [1984] of the primitive equation numerical model of
Bryan [1969]. The horizontal grid matches the Gaussian grid of the atmosphere
model, and there 21 vertical levels. The prognostic variables are potential
temperature, salinity, and the zonal and meridional components of the
horizontal velocity. The vertical velocity is diagnosed through the application of

the continuity equation.

When fully coupled, the atmospheric and oceanic components exchange fields
every hour to ensure consistent simulation of the diurnal cycles of sea surface
temperature and salinity. Flux adjustments are usually applied to improve the
realism of the control climate and to ensure stability on millennial timescales.
However, in this thesis the sea surface temperatures are prescribed, removing
the need for flux adjustment, and thus this aspect of the model is not discussed

in further detail.

To simulate the impacts of LULCC, the stand-alone atmosphere-land-sea ice

model with prescribed sea surface temperature fields is used. This model
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configuration is commonly used in LULCC experiments [Pitman et al, 2009;
Davin and de Noblet-Ducoudré, 2010] because it allows the signal due to LULCC
to be more clearly isolated against long-term variability induced by coupling to
an ocean model. However, there are risks associated with this approach as it has
the potential to suppress large-scale teleconnections and reduce the global scale

impact of LULCC [Davin and de Noblet-Ducoudré, 2010].

In summary, the CSIRO Mk3L climate model’s ability to simulate the global
climate reasonably combined with its impressive computational efficiency
makes it suitable for a large-scale, multi-year study of the impact of LULCC on
climate. However, its major weakness is its native land surface model, K91,
which lacks the capacity to simulate the feedback from climate change and
variability due to changes in the terrestrial carbon balance [Mao et al, 2011].
This limitation could be overcome by replacing the primitive K91 model with a
more sophisticated land surface model that couples the fluxes of water and

energy and carbon at the canopy scale.

3.2 Mk3L-CABLE

The Community Atmosphere Biosphere Land Exchange (CABLE) land surface
model is a “third-generation” land surface model [Sellers et al., 1997] that
formally couples the fluxes of energy, water and carbon at the canopy scale.
Details of the model have been presented elsewhere [Wang et al., 2011] and only

a brief summary is provided here.
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CABLE includes several sub-models representing canopy processes, soil, snow
and carbon pool dynamics and soil respiration. The major improvements of
CABLE over K91 are in the canopy processes and the inclusion of carbon pool

dynamics.

CABLE was developed from the soil-canopy atmosphere model (SCAM) by
Raupach et al. [1997], which was coupled to an atmosphere model and tested
using field measurements by Finkele et al. [2003]. SCAM placed the canopy
above the soil surface allowing turbulent transfer between the soil, vegetation
and atmosphere and the calculations of canopy aerodynamic properties as a
function of canopy height and canopy leaf area index. Wang and Leuning [1998]
further improved the model by implementing a one-layer two-leaf canopy model
based on the multilayer model of Leuning et al. [1995]. The two-leaf canopy
model differentiates between the sunlit and shaded leaves, allowing two sets of
physical and physiological parameters to represent the bulk properties of the
sunlit and shaded leaves. The one-layer model also included allowance for non-
spherical leaf distributions, an improvement of the description of the solar and
thermal radiation, and a modification of the stomatal model by Leuning et al.
[1995] to include the effects of soil water deficit on photosynthesis and

respiration.

The annual plant net primary productivity (NPP) is determined from the annual
carbon assimilation corrected for respiratory losses while the seasonal growth
and decay of biomass is determined by how carbon is allocated between the

leaves, roots and wood. A simple carbon pool model describes the flow of
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carbon between the soil and vegetation [Dickinson et al., 1998]. CABLE’s soil and
snow models are similar to that of K91. The multilayer soil model, described in
detail by McGregor et al. [1993], simulates soil moisture and temperature,
differentiating between liquid water and ice content of the soil [Kowalczyk et al.,
2006]. The snow model, computes the temperature, density and thickness of
three snowpack layers and the albedo of the snow surface as a function of the

age of the top snow layer [Kowalczyk et al., 2006].

3.2.1 Model evaluation

Mao et al. [2011] evaluated the control climatology of the coupled Mk3L-CABLE
model and showed that it could simulate atmospheric variables, including near-
surface temperature and precipitation, well. The following figures from Mao et
al. [2011] show how the simulated temperature (Figure 3-2), precipitation
(Figure 3-3) and net radiation (Figure 3-4) from the Mk3L model, coupled to K91
and CABLE, compare to observations. The figures in the left column are for June-
July-August (JJA) while those on the left are for December-January-February
(DJF). For Figures 3-2 and 3-3, the top row shows the differences between
observation and the Mk3L-CABLE simulation, while the second row from the top
shows the differences between the observation and the Mk3L-K91 simulation.
Only the values over continental surfaces are shown. The bottom row shows the
zonally averaged values from the simulations (red line for Mk3L-K91, blue line

for Mk3L-CABLE) and the range of available observations (thick grey line).
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Figure 3-2: The 2 m air temperature differences (K) relative to observations for (a)
MKk3L-CABLE for JJA, (b) Mk3L-CABLE for DJF, (c) Mk3L- K91 for JJA and (d) Mk3L-
K91 for DJF. In each case the model is differenced from the CRU (New et al., 2000)
climatology. In the lower panels the observed range is shown for WM (Willmott
and Matsuura, 2001), NC (Kalnay et al, 1996), LE (Legates and Willmott, 1990)
and CR (New et al,, 2000). Only values over continental surfaces are shown (figure
3ofMaoetal, 2011).
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Figure 3-2 shows the difference between the simulated and observed surface air
temperature (K). The observed values used in the maps are from CR [New et al,
2000]. The WM [Willmott and Matsuura, 2001], NC [Kalnay et al., 1996] and LE
[Legates and Willmott, 1990] datasets, in addition to the CR, are used in the
range of zonally averaged observation plot. The DJF figures are comparable to
the differences between the observed and model mean reported for the CMIP1
models [McAvaney et al, 2001]. For example, they show generally similar
patterns with a cold bias over northern Eurasia, the Himalayas, China and parts
of Africa, and warm bias over North America, eastern Russia and southern
Australia [Mao et al, 2011]. The magnitudes of the differences are largely
similar and the large-scale biases shows that when simulating the control
climatology, Mk3L is insensitive to the LSM used. The zonal average shows that
the simulated values are within the range of the observations and that Mk3L can
capture the zonal gradients well. Comparison with the results from McAvaney et
al. [2001] shows that the model is competitive with those models used in the

IPCC Third Assessment Report [TAR, Mao et al.,, 2011].

Figure 3-3 shows the difference between the simulated and the observed
precipitation rate (mm day!). The observations used in the maps are from
CMAP [XA, Xie and Arkin, 1997]; the range of values used in the zonal plots
includes XA, WM [Willmott and Matsuura, 2001], LE [Legates and Willmott,
1990] and GP [Huffman et al, 1997]. The DJF figures are comparable to the
reported difference between observations and the CMIP1 model simulations

[McAvaney et al., 2001].
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Figure 3-3: As Figure 3-2 but for precipitation (mm day!) differenced from the
CMAP precipitation rate (Xie and Arkin, 1997). In the lower panels the observed
range is shown for XA (Xie and Arkin, 1997), WM (Willmott and Matsuura, 2001),
LE (Legates and Willmott, 1990) and GP (Huffman et al, 1997). Only values over
continental surfaces are shown (figure 4 of Mao et al.,, 2011).
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Both CMIP1 and Mk3L have dry biases over Amazonia although Mk3L'’s bias is
more intense; both have a dry bias over the western edge of North and South
America, likely related to a poor representation of the Rockies and the Andes;
and both have a wet bias over southern Africa. Overall, Mk3L'’s precipitation is

comparable to the models used in the TAR [Mao et al,, 2011].

The zonal averages show that the model captures the zonal variability well but
there are clear anomalies. During JJA, the model underestimates the rainfall
south of 10°N because of underestimated rainfall over the Amazon and Congo
basins; during DJF, the model overestimates the rainfall over the region 0-10°S
[Mao et al., 2011]. However, model simulations such as those for CMIP1 have
shown that precipitation is a particularly difficult quantity to simulate, especially
over the tropics as well as in the region bounded by 30°-40°S, so in this regard,
MKk3L may be considered competitive compared to the models used in the TAR

[Mao et al, 2011].

Figure 3-4 compares the zonally averaged observed net surface radiation (W m-2
black dots) from ISCCP FD [Zhang et al., 2004] with the model simulation (red
line for Mk3L-K91, blue line for MKk3L-CABLE). @ The model clearly
underestimates over the tropics and over the northern hemisphere (JJA)
indicating a need to further improve the model’s albedo parameterisation to
enable net radiation to be simulated with a much higher skill throughout the

year [Mao et al., 2011].

Thus, while the control climate described by Mao et al. [2011] was largely

reasonable, their evaluation also identified inconsistencies between the model’s
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simulation of net radiation and observed net radiation. While this is not large
enough to affect the large-scale simulation of the Earths’ climate, it is large
enough to be worrisome in terms of using the model for LULCC experiments
where changes in net radiation are known to be particularly important [Davin
and de Noblet-Ducoudré, 2010]. Further, while Mao et al. [2011] presented a
good control simulation, the default version of CABLE could not reflect changes
in some key vegetation parameters associated with LULCC, including parameters
that control how LULCC affects vegetation albedo. Finally, the default version of
CABLE used by Pitman et al. [2009] and by de Noblet-Ducoudré et al. [2012] did
not use tiling of the surface and therefore tended to impose too large a change
due to LULCC. These three problems required some major modifications to

CABLE that are explained in Section 3.4.

Figure 3-4: Zonal net surface radiation (W m-) for JJA (left) and DJF (right) for the
two Mk3L simulations (observations are ISCCP FD, Zhang et al, 2004; figure 5 of
Mao et al, 2011).
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3.2.2 Default model set up and configuration

CABLE may be run in two configurations: (1) offline, where the meteorological
data are prescribed to the LSM, and (2) coupled, where the LSM is coupled to a
host atmospheric model and surface values are exchanged between the models
at specified time intervals. For this thesis, CABLE is run in a coupled

configuration with Mk3L serving as the host atmospheric model.

The model is run one calendar year at a time and restart files are saved at the
end of each run. A script is used to manage the running of the model for multi-
year simulations. Initialization files are provided to the model during the first
year of simulation. The resulting restart files are then used to provide initial and
boundary conditions for the subsequent years. The runtime options for the
model are provided via control files. Some of the variables and values used to

control Mk3L and CABLE in this study are shown in Tables 3-1 and 3-2.

The soil is represented by six layers with depths of: 0.022, 0.058, 0.154, 0.409,
1.085, 2.872 m from the surface to the bottom, respectively, giving a total depth
of 4.6 m [Gordon et al., 2002]. The thermal (specific heat capacity, soil thermal
conductivity, etc.) and hydraulic (saturation content, wilting content, field
capacity, hydraulic conductivity, etc.) properties are defined for the nine soil
types based on Zobler [1986] listed in Table 3-3. The geographical distribution
of these soil types is shown in Figure 3-5. In the default configuration of the

model, the soil albedo is set to a constant value (0.1) for all land grid points.

The model is setup to simulate the present day climate by default. Thus the CO;

transmission coefficients are set to 280 ppmv and the prescribed sea surface
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temperatures (SSTs) are based on the data from NOAA OI V2 dataset [Reynolds
et al,, 2002] for the period 1982-2001. Likewise, the default vegetation cover
(Figure 3-6) and the default leaf area index (Figure 3-7) are configured to reflect
present-day conditions. The vegetation types used in the model, based on the
IGBP classification, are shown in Table 3-4. Some of the vegetation types

marked by asterisk (*) are not used in this thesis.

Table 3-1: Mk3L input parameters defined via the control file

Variable name Value Description

Icouple F Run the model in stand-alone atmosphere
locean F mode

qflux F Use prescribed sea surface temperatures
nsstop 0

rl]gz:zgnth (1)2 Run model one calendar year at a time
months 0

bpyear 0 Epoch (years before present)

csolar 1365.0 Solar constant (W m-2)

mstep 20 Time step (minutes)

nrad 6 Call radiation scheme every 6 time steps
naerosol_d 0 Do not include indirect sulphate aerosol

forcing

co2_datafile |co2 data.18]1 | Name of CO; data file

o3 datafile 03_data.18] | Name of O3 data file

irfilename rest.start Name of input restart file

orfilename rest.end Name of output restart file

filewrflag T Write restart file at end of run

runtype Simulation name; used as prefix of output
files

Ism_type cable Set CABLE as the land surface scheme

statsflag T Save monthly mean atmosphere variables to
file

savehist T Save model variables every 24 hours (1440

hist_interval | 1440 minutes)
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Table 3-2: CABLE input parameters

Variable name Value Description
filename%met Mk3L Input file
filename%out out_cable.nc Output file
filename%log log_cable.txt Execution log file
filename%restart_in | restart_out.nc Restart file to read
filename%restart_out | restart_out.nc Restart file to write
filename%LAI LA file.nc Default LAI file
filename%type gridinfo_file.txt Default vegetation/soil
file
filename%veg def veg_params.txt Vegetation parameters
filename%soil def _soil_params.txt Soil parameters
filename%inits Mk3LsurfClimatology.nc | Initialisation file
output%averaging tstep Provide output at this
time step (e.g.
‘daily’,’ monthly’)
numGdpt* 3584 Total number of land
grid points

Figure 3-5: The soil types used in CABLE are based on Zobler (1986). Soil
characteristics such as the fraction of clay/sand/silt, volume of water at field
capacity/saturation/wilting, hydraulic conductivity and soil density are specified
as parameters. In the default configuration, soil albedo is set to a global constant

(0.1).
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Table 3-3: Soil types based on Zobler (1986)

Type | Description Code

1 Coarse sand/loamy sand Sand

2 Medium clay loam/silty clay loam/silt loam | Loam

3 Fine clay Clay

4 Coarse-medium sandy loam/loam SaLo

5 Coarse-fine sandy clay SaCla

6 Medium-fine silty clay SiCla

7 Coarse-medium-fine sandy clay loam SaClaLo
8 Organic peat Peat

9 Permanent ice Ice

Figure 3-6: The default land cover map provided with Mk3L-CABLE describes
present day vegetation. It uses the IGBP vegetation types and is not configured for
tiling (i.e. only one vegetation type is defined to occupy each grid cell).
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Figure 3-7: The default leaf area index provided with Mk3L-CABLE corresponding
to the present-day vegetation cover map.
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Table 3-4: IGBP vegetation types.

Type Description Code
1 Evergreen Needleleaf Forests EveN
2 Evergreen Broadleaf Forests EveB
3 Deciduous Needleleaf Forests DecN
4 Deciduous Broadleaf Forests DecB
5 Mixed Forests MixF
6* Closed Shrublands CShr
7 Open Shrublands OShr
8 Woody Savannah WSav
9 Savannas Sav
10 Grasslands Gras
11* Permanent wetlands Wetl
12 Cropland Crop
13* Urban and Built-up Urb
14* Cropland/Natural Vegetation Mosaics Mos
15 Snow and Ice Sno
16 Barren Barr
17* Land-ice Ice

3.3 Design of numerical experiments

The experiments were designed to simulate LULCC in the form of deforestation
at different ambient CO; concentrations. To simulate changes in the land surface
characteristics, two vegetation maps representing the natural and perturbed
land surface were created. CO: transmission coefficients and sea surface
temperature fields at pre-industrial (280 ppmv) and double pre-industrial (560
ppmv) CO: levels were also created to specify the CO; forcing. The four

experiments conducted for this thesis are listed in Table 3-5.

The atmospheric CO; concentration is specified by CO; transmission coefficients
generated using utilities (pset and radint) provided with the model [Phipps et

al, 2011]. Seasonally-varying SST fields corresponding to 1 x COz and 2 x CO;
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levels are prescribed from climatological means derived from the last 1000
years of 7000-year long equilibrium simulations of the CSIRO Mk3L model.
Figure 3-8 shows a schematic diagram of the atmospheric CO2 concentration of
two equilibrium runs of the fully coupled ocean-atmosphere Mk3L model from

where the SST fields were derived.

Table 3-5: Experiments conducted

Experiment Vegetation cover conce(lzgrz'ation Sea Surface
fname Code Description Code ppmv Temperature
FOREST1x | Natural Potential vegetation | 1xCOz | 280 Mk3L-i04
CROP1x Perturbed | Year 2000 1xCO; | 280 MKk3L-i04
FOREST2x | Natural Potential vegetation | 2xC0Oz | 560 Mk3L-i40
CROP2x Perturbed | Year 2000 2xC02 | 560 MKk3L-i40

Figure 3-8: Schematic diagram of the atmospheric CO; concentrations of the CSIRO
MKk3L control simulations that provided the climatological SSTs used in this thesis.
The model was run at the fully coupled ocean-atmosphere configuration for 7000
years. The atmospheric COz concentration was maintained at 280 ppmv for the
Mk3L-i04 simulation (blue). However, for the Mk3L-i40 simulation (red), the
atmospheric CO2 concentration was increased by 1% per annum starting at
simulation year 100 until it reached 560 ppmv at around year 170. It was held at
that level until year 7000.

3-19



Methodology

Mk3L-i04 represents the equilibrium run at constant pre-industrial (280 ppmv)
CO2 concentration. Similarly, Mk3L-i40 started with pre-industrial CO2 level but
when it reached model year 100, the COz concentration was increased by 1% per
annum until it reached the 560 ppmv level at around model year 170. This
atmospheric CO; concentration is then maintained until the end of the 7000-year
run. The simulated SSTs during model years 6001-7000 of Mk3L-i04 and Mk3L-
i40 were used to create the 12-monthly SST datasets for the 1 x CO2 and 2 x CO;
conditions, respectively. A time series of the simulated mean annual sea surface
temperatures shows that Mk3L-i40 stabilizes at approximately 5000 model

years (Figure 3-9).

Annual global mean sea surface temperature ( °C)
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Figure 3-9: Annual global mean sea surface temperature for Mk3L-i04 and Mk3L-
i40. Data from model years 6001-7000 of the Mk3L-i04 and Mk3L-i40 simulations
are used to create the climatological SST for the 1 x CO; and 2 x CO; experiments,
respectively.
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3.4 Modifications to the model and related datasets

While the default configuration of the model can adequately simulate the control
climate, it requires some modifications before it can be used to simulate LULCC.
A map of the datasets created for the experiments and the related changes in the
model is shown in Figure 3-10. The prescribed sea surface temperature and CO:
transmission coefficients did not require changes in the model and are described
in the previous section (Section 3.3). The first modification to the model allowed
it to read-in data from a user-defined grid (Section 3.4.1) while the second
modification implemented tiling (Section 3.4.2). Section 3.4.3 provides a
detailed description of the development of the vegetation cover maps: starting
from the high resolution potential vegetation and crop and pasture maps, until
the creation of the actual input vegetation maps and related LAI maps.
Preliminary simulations using the default configuration (Section 3.2.2), new data
(Sections 3.3 and 3.4.3) and modified model (Sections 3.4.1 and 3.4.2) showed
discrepancies in the simulated albedo that required the modification of the soil

albedo (Section 3.4.4) and leaf reflectance and transmittance parameters (3.4.5).

3.4.1 Modification to facilitate the use of new datasets

The default Mk3L-CABLE coupled model is configured to read input data from a
fixed number of land grid points. A fixed value of land grid points has been
specified in CABLE to correspond with the Conformal Cubic Atmosphere Model
[CCAM, McGregor and Dix, 2001] grid and is therefore only appropriate if the
atmospheric model being used is CCAM or if the input values are not modified.

To allow CABLE to be compatible with any grid format with any number of land
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grid points (in this case, the land grid points defined in the latitude-longitude
grid used by Mk3L) and facilitate the use of new input data, the number of land
grid points (numGdpt) was set as a variable in the CABLE control file. This
allows CABLE to be more flexible with regards to the number of land grid points

specified in the input file.

Figure 3-10: A map of the input datasets created for the experiments (colour
boxes) and the modifications done to the model (black boxes) and their
corresponding sections in this thesis.
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3.4.2 Use of vegetation patches

Tiling was not fully implemented in the default version of the model. Thus, there
is only one type of vegetation defined for each grid point. However, vegetation
types within land grids are typically not homogeneous. To achieve a more
realistic description of the land surface, models must be able to account for this
heterogeneity. One way of introducing variety within the model grid is to use
tiling [e.g. Avissar, 1992; Koster and Suarez, 1992]. This involves subdividing a
grid cell into any number of tiles, with each tile containing a single land cover
type [Dai et al., 2003]. The terms patch and tile are used interchangeably in this
thesis to refer to such grid cell subdivisions. Figure 3-11 illustrates how tiling
can describe the surface characteristics more accurately by allowing several

vegetation types to represent a grid cell.

In this thesis, the maximum number of patches within a grid cell
(patches_in_parfile) is set to 4 in the CABLE parameter file. This change
requires input parameters related to vegetation to be configured in a tiled

format. The development of these datasets is described in the next section.

3.4.3 Development of land cover maps

This section describes the procedure for creating the land cover maps required
by the model. It is divided into two sub-sections: high resolution (3.4.3.1) and
low resolution (3.4.3.2), to describe the conversion of the different high

resolution datasets used to create the model input dataset.
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Figure 3-11: Tiling can represent the heterogeneity of vegetation within a grid cell.
For example, the sample grid cell in (a) is composed of several vegetation types
with the light-coloured area indicating agricultural regions and dark green areas
indicating forests. It may be described simply, using a single vegetation type (b), or
more realistically, using several vegetation types (b), with the vegetation fraction
distributed among the existing vegetation types within the grid cell.

3.4.3.1 High resolution land cover maps

Potential vegetation

The natural vegetation map is based on the Ramankutty and Foley [1999,
hereafter RF99] potential vegetation dataset, which describes the state of the

global land cover before alteration by humans. The dataset has a grid increment
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of 0.5° x 0.5° and there are 16 vegetation classes. These vegetation types were

mapped to the IGBP vegetation types [Townshend, 1992] to make them

compatible with CABLE as shown in Table 3-6.

Table 3-6: Mapping of RF99 to the IGBP vegetation classes.

Rammankutty and Foley (1999) IGBP Code
1 Tropical Evergreen 2 Evergreen Broadleaf | EveB
Forest/Woodland Forests
3 Temperate Broadleaf 2 Evergreen Broadleaf | EveB
Evergreen Forest/Woodland Forests
2 Tropical Deciduous 4 Deciduous Broadleaf | DecB
Forest/Woodland Forests
5 Temperate Deciduous 4 Deciduous Broadleaf | DecB
Forest/Woodland Forests
8 Evergreen/Deciduous Mixed 5 Mixed Forests MixF
Forest
4 Temperate Needleleaf 1 Evergreen Needleleaf | EveN
Evergreen Forest / Woodland Forests
6 Boreal Evergreen 1 Evergreen Needleleaf | EveN
Forest/Woodland Forests
7 Boreal Deciduous 3 Deciduous Needleleaf | DecN
Forest/Woodland Forests
9 Savanna 9 Savannas Sav
10 | Grassland/Steppe 10 | Grasslands Gras
11 | Dense Shrubland 6 Closed Shrublands CShr
14 | Desert 16 | Barren Barr
13 | Tundra 8 Woody Savannah WSav
12 | Open Shrubland 7 Open Shrublands OShr
15 | Polar Desert/Rock/Ice 15 | Snow and Ice Sno
16 | No Data 15 | Snow and Ice Sno
11 | Permanent wetlands | Wetl
12 | Cropland Crop
13 | Urban and Built-up Urb
14 | Cropland/Natural Mos
Vegetation Mosaics
17 | Water bodies

The RF99 potential vegetation data serves as the baseline vegetation cover for

the LULCC experiments. It is thus necessary to properly map the RF99 data to

the IGBP vegetation type because the vegetation-specific properties determine
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how these vegetation types would affect the local climate. Incorrectly mapping
the vegetation (e.g. putting tropical forest types in the temperate zones, or
deserts in croplands) could potentially create unexpected errors in the
simulations or simply stop the model from running. The RF99 potential
vegetation data, mapped using the IGBP vegetation types, is shown in Figure 3-

12.

Figure 3-12: The Rammankutty and Foley (1999) potential vegetation data
presented in terms of IGBP vegetation types.

Cropland

The cropland map was developed from the Land Use Harmonization dataset
[Hurtt et al, 2006] by combining high resolution (0.5° x 0.5° grid increment)
crop and pasture fraction data for year 2000 to create a crop fraction map

(Figure 3-13). The cropland map specifies the extent of the LULCC in the
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experiments (i.e. the amount of forests in the potential vegetation map
converted to cropland). This closely follows the protocol used by LUCID [Pitman
et al, 2009; de Noblet-Ducoudré et al., 2012] in creating crop fraction maps for
1870 and 1992, using crop data from Rammankutty and Foley [1999] and

pasture data from Goldewijk [2001].

Figure 3-13: The (a) crop and (b) pasture fractions for the year 2000 are combined
to create the cropland map (c). The cropland map is used to determine extent of
LULCC. These maps were created from the LUH (Hurtt et al, 2006) dataset.
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Perturbed vegetation

To create the perturbed vegetation map, the cropland map is applied to the
potential vegetation map. This statement seems straightforward. However, the
actual procedure on how the cropland map is implement varies considerably.
For example, in the LUCID experiments [Pitman et al., 2009; de Noblet-Ducoudré
et al., 2012], despite specifying exactly the same potential vegetation and crop
and pasture maps, the various modelling groups implemented the LULCC
differently. For example, while the CCAM-CABLE group converted the existing
vegetation to cropland if the sum of the crop and pasture exceeded 51%, the
other modelling groups reduced the existing vegetation in proportion to the crop

fraction, while treating pasture as grassland in varying configurations.

In this thesis, a threshold level was used to determine whether a particular
forest grid point would be converted to cropland. A forest grid point in the
potential vegetation map is fully converted to cropland vegetation type if its
cropland fraction (crop + pasture) exceeds 10%. Other existing vegetation types
are left as is. The 10% threshold level was chosen after considering the extent of
LULCC that will actually be imposed on the model using different threshold

levels (Figure 3-14). The next section describes how these maps were derived.

3.4.3.2 Coarse resolution land cover maps

Figure 3-15 illustrates of how a group of high resolution grid points are
aggregated to the model’s coarse resolution grid point. Given a group of 16 high
resolution grid points (Figure 3-15a), each of which are fully covered either by
forest or grass, and the corresponding crop fractions (Figure 3-15b), applying a

threshold of 10% would result in the converted land use map (Figure 3-15c)
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composed of 6 grid points fully covered with cropland, 6 grid points fully
covered with forests and 4 grid points fully covered with grassland. Note that
because only the forests are converted to cropland, the grasslands are kept
intact even when the crop fraction exceeds 10%. When aggregated to the coarse
resolution grid, it would result in the vegetation types and fractions shown in

(Figure 3-15d).

Figure 3-14: Total crop fraction imposed on the model when different threshold
levels: (a) 0%, (b) 10%, (c) 25% and (d) 50% are used.

Total crop fraction

Applying the year 2000 cropland map (Figure 3-13c) to the potential vegetation
map (Figure 3-12) and aggregating to the Mk3L-CABLE grid results in the total
crop fraction maps shown in Figure 3-14. These total crop fraction maps show

that using a very low threshold results in an extremely strong LULCC forcing
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(Figure 3-14a). On the other hand, using a high threshold level results in a weak
LULCC forcing (Figure 3-14d). Because a stronger LULCC forcing is expected to
provide a stronger climate change signal, if it does exist, the 10% threshold

(Figure 3-14b) was chosen over the 25% threshold (Figure 3-14c).

Figure 3-15: Schematic diagram showing how a group of high resolution grid
points of various vegetation types (a) are converted to cropland based on the
cropland map (b). In this example, all forest points where the cropland fraction
exceeds 10% threshold level are converted to cropland (c). Combining the
vegetation fractions of similar vegetation types results in a coarse resolution grid
with 3 tiles with the corresponding vegetation fractions (d). Following the colour
scheme used in Figure 3-12 for the vegetation types, green, red and tan boxes
indicate forests, cropland and grassland, respectively, in (a,c,d). Following the
colour scheme used in Figure 3-14, dark (light) colours indicate higher (lower)
cropland fractions in (b).
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Dominant vegetation types

From the coarse resolution grid points such as that shown in Figure 3-15d, it is
possible to identify the dominant vegetation types by ranking the fraction of
each vegetation type. In this example, the most dominant vegetation types are
forest (37.5%), cropland (37.5%) and grassland (25%). These 3 dominant
vegetation types may then be assigned to three patches, each describing the
characteristics of their particular vegetation type. In cases where the number of
vegetation types is less than the number of patches, the remaining patches are

assigned patch fraction of zero.

Vegetation patches

Applying the method described in Figure 3-15 to the high resolution potential
vegetation (Figure 3-12) and cropland (Figure 3-13c) maps results in tiled,
coarse resolution natural (Figure 3-16a) and perturbed (Figure 3-16b)
vegetation maps. Each vegetation type in each patch has a corresponding
vegetation fraction such that the total vegetation fraction from the four patches
equals unity. Some grid points are more homogeneous and occupy less than 4 of

the patches.

Leaf area index

The leaf area index (LAI) describes the amount of leaf area of the canopy.
Specifically, it describes the projected area of leaves per unit of ground and is

therefore is dependent on the shape and orientation of the leaves, which are in
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turn dependent on the species of the vegetation [Bonan, 2008a]. LAI also varies
with time as the presence and absence of leaves vary with vegetation growth

through the seasons.

Figure 3-16: The vegetation type maps for the (a) natural and (b) perturbed
vegetation types. The most dominant types are assigned to Patch 1 while the next
dominant types are assigned to the subsequent patches (maximum of 4).
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In the default configuration of the model, the LAI is available as a 12-monthly
map based on MODIS data from years 2000-2003 and describes the LAI of the
present day vegetation cover (Figure 3-7). To properly represent the LAI
corresponding to the natural and perturbed vegetation surface required for this
thesis, simplified LAI profiles similar to those developed by Bonan [1996] were
derived from the existing LAl map and tiled 12-monthly maps such as that
shown in Figure 3-17 for the natural vegetation cover are created as input to the
model. Figure 3-18 shows the difference between the LAI of the natural and
perturbed vegetation cover. This simple method of creating LAl maps may
certainly be improved by incorporating various generalized [Bonan, 1996], in-
situ [Scurlock et al, 2001] and satellite-derived [e.g. Liu and Liu, 2011; Yuan et
al,, 2011] datasets. However, these simplified LAl maps are appropriate for the

LULCC experiments in this thesis.

3.4.4 Improvement of soil albedo parameters

The net radiation discrepancy (Figure 3-4) in the default model configuration
found by Mao et al. [2011] is directly related to errors in the simulated surface
albedo. Therefore, it is very important to calibrate the model such that it

properly calculates the surface albedo at each time step.

Figures 3-19a and 3-19b show the difference between the observed and
simulated albedo, for JJA and DJF, from the default model configuration. The
MODIS data is from years 2000-2003 and the simulation is for the present day

conditions. The discrepancy in albedo over the northern hemisphere during DJF
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is expected because of the expected differences in albedo due to snow. However,
the discrepancy over the deserts of northern Africa and western Asia, during

both JJA and DJF, is unexpected.

The vertical profile of the leaf area in the canopy affects the distribution of the
radiation in the canopy and the absorption of radiation by leaves [Bonan,
2008a]. In regions of low LA, plants absorb less of the solar radiation and the
overall surface albedo is largely that of the soil [Bonan, 2008a]. The discrepancy
in surface albedo over the desert regions in Figure 3-19a could thus be due to
errors in the soil albedo, which is set to a constant value of 0.1 in the default

version of CABLE.

Since actual global soil albedo datasets do not exist, a soil albedo map was
constructed from the MODIS broadband albedo dataset. The snow-free
broadband albedo maps from each hemisphere -- JJA for the North Hemisphere
(Figure 3-20a) and DJF for the Southern Hemisphere (Figure 3-20b) -- are
combined to create one albedo map (Figure 3-20c), which is then provided to the

model via the CABLE surface initialization file (Mk3LsurfClimatology.nc).

This modification of the soil albedo parameter resulted in substantially
improved albedo maps for the control climate especially over the desert areas
(Figure 3-19c and 3-19d). The zonally average surface albedo (Figure 3-19e and
3-19f) show marked improvements, particularly over 0°-45°N, due to the

modification of soil albedo.
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Figure 3-17: Monthly leaf area index for the natural vegetation cover. Regions
with evergreen vegetation such as the Amazon maintain high levels of LAI
throughout the year while most regions indicate monthly variations in the LAI
consistent with the development of the vegetation throughout the year (e.g.
emergence of new leaves in spring and leaf-fall in autumn).
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Figure 3-18: Difference in the monthly leaf area index of the perturbed and natural
vegetation cover. The decrease in LAl is evident over the regions of LULCC and is
particularly large during the non-winter months.
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Figure 3-19: Comparison of present day Mk3L-CABLE surface albedo with MODIS
data for JJA (left column) and DJF (right column). The default CABLE
configuration using a constant soil albedo results in the surface albedo discrepancy
shown in (a, b). While the discrepancy over the northern hemisphere during winter
is expected because of changes in snow cover, the discrepancy over the deserts of
northern Africa and western Asia is unexpected. Applying a spatially varying soil
albedo results in a surface albedo discrepancy shown in (¢, d). The zonally
averaged surface albedo for the default and soil albedo-corrected CABLE
configurations and MODIS are shown in (e, f). Note that albedo values here are
have been multiplied by 100.
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Figure 3-20: The snow-free MODIS broadband albedo during (a) JJA and (b) DJF
are combined to create the soil albedo map (c). Most land areas have values that
are close to 0.1 but some desert (e.g. Sahara) and permanent ice regions (e.g.
Greenland) have relatively higher albedo.

3.4.5 Improvement of leaf reflectance and transmittance parameters

Different types of vegetation have different leaf orientation and optical
characteristics (see Table 2-1). The overall surface albedo for a plant canopy is
the combined reflection of all plant material (leaves and stems) and the
underlying ground surface. With low LAI, plants absorb little solar radiation and

the overall albedo is that of soil. However, as the LAI increases, the surface
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albedo responds more to the optical properties of foliage [Bonan, 2008a]. In the
absence of snow, dark-coloured forests would have lower albedo than light-
coloured crops; replacing forests with crops should therefore result in increased
albedo. However, results from preliminary experiments show no change over
regions of LULCC (Figure 3-21) during the summer months (Figure 3-22)
indicating that the model is not properly simulating the LULCC-induced change

in albedo.

Figure 3-21: Regions of LULCC shown in terms of total crop fraction (same as
Figure 3-16b).
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Figure 3-22: Comparison of monthly albedo from two simulations using different
land cover maps (natural and perturbed) show negligible difference over regions
of LULCC especially during JJA. This indicates that the model is not simulating
differences in albedo due to LULCC. Changes in albedo due to changes in snow
cover are evident during winter and spring seasons.
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In the default version of CABLE, the leaf reflectance and transmittance
parameters have been set to a constant value (specifically 0.1, 0.4, and 0.02 for
the visible, near IR and thermal bands, respectively) for all vegetation types.
These are adequate for simulating a control climate, but cannot capture the
impact of a change in the vegetation. This simplification contributed to the
errors in the calculation of the change in surface albedo due to LULCC (Figure 3-
22). To allow a change in surface albedo due to the change in vegetation, the leaf

reflectance and transmittance data have to be specified for each vegetation type.

To adapt CABLE to reflect this functionality, the leaf reflectance (rholeaf) and
transmittance (tauleaf) were included as vegetation parameters. Initial
values were adapted from Dorman and Sellers [1989, hereafter DS89] and then
adjusted via an iterative process such that: (1) the albedo simulated for the
perturbed vegetation closely approximates to the MODIS broadband albedo and
(2) the difference between the simulated surface albedo of the natural and
perturbed vegetation experiments over regions of LULCC is not negligible,
especially during JJA. The leaf reflectance and transmittance values for the
visible (VIS) and near IR (NIR) bands from DS89 and the modified values are

shown in Table 3-7.

The difference between observations and the simulated albedo for the perturbed
vegetation, using the DS89 parameters (Figure 3-23) shows large discrepancies
in the albedo over regions of Africa, Australia, Middle East, China, and Western
United States. These regions are either mapped as “Barren” or a combination of

various “Shrubs” and “Savannas” (Figure 3-16b) indicating the need to modify
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the optical characteristics of these vegetation types. Smaller discrepancies over
the northern mid-latitudes and tropics where forests are located (Figure 3-16b)
also indicate the need to make subtle changes in the optical characteristics of the

forest vegetation types.

The difference between observations and the simulated albedo for the perturbed
vegetation, using the modified DS89 parameters, some intermediate values and
the final set of rholeaf and tauleaf parameters, are shown in Figures 3-23,
to 3-26. The differences in surface albedo using the DS89 parameters are shown
in Figure 3-27. Multiple adjustments eventually managed to get the simulated
value closer to observation resulting in a change in albedo during JJA that is

discernable over regions of LULCC (Figure 3-28).

Table 3-7: Adjusted leaf reflectance and transmittance values

Dorman and Sellers (1989) Modified

Reflectance | Transmittance | Reflectance | Transmittance

VIS NIR VIS NIR VIS | NIR VIS NIR

Default 0.1 0.4 0.1 0.4 0.1 0.4 0.1 0.4

1 EveN | 0.070 | 0.350 | 0.050 | 0.100 | 0.080 | 0.350 | 0.050 | 0.250
2 EveB | 0.100 | 0.450 | 0.050 | 0.250 | 0.200 | 0.450 | 0.050 | 0.250
3 DecN | 0.070 | 0.350 | 0.050 | 0.100 | 0.080 | 0.350 | 0.050 | 0.250
4 DecB | 0.100 | 0.450 | 0.050 | 0.250 | 0.060 | 0.450 | 0.050 | 0.250
5 MixF | 0.070 | 0.400 | 0.050 | 0.150 | 0.130 | 0.400 | 0.050 | 0.250
6 CShr | 0.100 | 0.450 | 0.050 | 0.250 | 0.090 | 0.450 | 0.100 | 0.250
7 OShr | 0.001 | 0.001 | 0.001 | 0.001 | 0.500 | 0.500 | 0.100 | 0.250
8 WSav | 0.100 | 0.450 | 0.050 | 0.250 | 0.500 | 0.500 | 0.100 | 0.250

9 Sav 0.100 | 0.450 | 0.070 | 0.250 | 0.300 | 0.500 | 0.100 | 0.250

10 | Gras | 0.110 | 0.580 | 0.070 | 0.250 | 0.500 | 0.500 | 0.100 | 0.250

11 | Wetl | 0.107 | 0.469 | 0.070 | 0.250 | 0.107 | 0.469 | 0.100 | 0.250

12 | Crop | 0.110 | 0.580 | 0.070 | 0.250 | 0.170 | 0.580 | 0.100 | 0.250

13 | Urb 0.097 | 0.396 | 0.062 | 0.232 | 0.097 | 0.396 | 0.100 | 0.250

14 | Mos | 0.101 | 0.399 | 0.067 | 0.250 | 0.101 | 0.399 | 0.100 | 0.250

15 | Sno 0.159 | 0.305 | 0.026 | 0.126 | 0.159 | 0.305 | 0.100 | 0.250

16 | Barr | 0.100 | 0.450 | 0.050 | 0.250 | 0.420 | 0.450 | 0.100 | 0.250

17 | Ice 0.159 | 0.305 | 0.026 | 0.126 | 0.159 ] 0.305| 0.100 | 0.250
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Figure 3-23: Comparison between observed (MODIS) and simulated albedo where
the leaf reflectance and transmittance parameters are set to the DS89 values.
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Figure 3-24: As Figure 3-23 but with rholeaf and tauleaf adjusted once.
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Figure 3-25: As Figure 3-23 but with rholeaf and tauleaf adjusted several times.
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Figure 3-26: As Figure 3-23 but with the final version of rholeaf and tauleaf.
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Figure 3-27: As Figure 3-22 (change in surface albedo due to LULCC) but with
rholeaf, tauleaf set to DS89.
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Figure 3-28: As Figure 3-22 (change in surface albedo due to LULCC) but with
rholeaf, tauleaf set to the final version.
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Figure 3-29 shows the root mean square error (averaged over all land grid
points for each month) of the simulated albedo compared to the observation.
Using the constant leaf optical properties (black line), large discrepancies are
evident during May to September. Using the DS89 data actually increased the
error (solid blue line) but subsequent adjustments eventually decreased the
error to less than that of the original configuration (red line). While errors still
exist and the values of the leaf reflectance and transmittance values may not
match that of DS89, and in some cases the values are actually constant across
some vegetation types (Table 3-7), these modifications did achieve the goal of
allowing the model to reflect the changes in surface albedo due to LULCC (Figure

3-28).

Figure 3-29: Root mean square error of the simulated monthly albedo compared to
observations. In this case, error is defined as the absolute difference between the
observed and simulated value, averaged over all the land grid points. Each line
indicates the RMSE of the simulations shown in Figures 3-22 to 3-28, with the
default and final configurations shown in black and red, respectively. To facilitate
visualization, results from the intermediate simulations were not included in the
plot.
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3.5 Climate extreme indices

To assess changes in climate extremes, indices recommended by the
CCl/CLIVAR/JCOMM Expert Team on Climate Change Detection and Indices
[ETCCDI, Alexander et al., 2006; Peterson and Manton, 2008] are used. These
indices are calculated from daily precipitation and daily maximum (Tmax) and
minimum (Tmin) temperature and have been developed to assess changes in
intensity, duration and frequency of extreme climate events. The complete set of
the ETCCDI indices are listed in Table 3-8. Precise definitions are available in
the appendix or at http://cccma.seos.uvic.ca/ETCCDI/list_27_indices.shtml. Two
derived indices (ETR and R95pT), defined by Alexandar et al. [2006], are also

included in the table. Only a subset of these indices is used in this thesis.

For each simulation, the indices were calculated using the software package
FClimdex developed by the ETCCDI and available online at
http://cccma.seos.uvic.ca/ETCCDI/software.shtml [Alexander et al., 2006]. The
particular version of FClimdex used for this thesis did not process netCDF format
files and therefore required the preparation of input data files for each land grid
point in ASCII text format. It was also designed to use thresholds that are
already embedded within the input data. In this study however, a specific
experiment (e.g. FOREST1x) is designated as the control simulation and thus
indices that require a threshold for calculation (e.g. TX10p, TN10p, TX90p,
TN90p, WSDI and CSDI) have to refer to the values from the designated control
simulation. To implement this, FClimdex was modified so that when the control
simulation is processed, the 10t and 90t percentile values of the temperature

are saved in files and when the other simulations are processed, these saved
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percentile values are read as input data and used as the threshold for

determining the extreme indices.

Annual extremes are calculated for all indices but for some indices (TXn, TNn,

TXx, TNx, TX10p, TN10p, TX90p, TN90p, DTR, RX1day and RX5day) the monthly

extremes are also calculated. Whenever possible, the seasonal extremes (i.e.

extreme value among three monthly extremes for the seasons: DJF, MAM, JJA,

SON) are presented in the results.

Table 3-8: The complete list of 27 ETCCDI-recommended temperature and
precipitation indices and two derived* indices (ETR and R95pT) defined by
Alexander et al. (2006). Indices that are not used are in this thesis are marked by
an asterisk (*). Note that, in this thesis, the temperature frequency indices (TX10p,
TN10p, TX90p and TN90p) are expressed in terms of number of days while ETCCDI

uses percentages.
Index | Definition Unit
A. Temperature |
Intensity |
TXn Min Tmax Coldest seasonal daily maximum °C
temperature
TNn Min Tmin Coldest seasonal daily minimum °C
temperature
TXx Max Tmax Warmest seasonal daily maximum  |°C
temperature
TNXx Max Tmin Warmest seasonal daily minimum °C
temperature
DTR Diurnal temperature | Mean difference between daily Tmax | °C
range and Tmin
ETR*" Extreme TXx - TNn °C
temperature range
Duration
GSL Growing season Annual number of days between the |Days per
length first occurrence of 6 consecutive year
days with T > 5°C and first
occurrence of consecutive 6 days
with T < 5°C. For the Northern
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Index Definition Unit
Hemisphere this is calculated from 1
January to 31 December while for
the Southern Hemisphere it is
calculated from 1 July to 31 June.
CSDI Cold spell duration | Annual number of days with at least | Days per
indicator 6 consecutive days when Tmin < 10" year
percentile
WSDI Warm spell duration| Annual number of days with at least | Days per
indicator 6 consecutive days when Tmax > year
90™ percentile
IDO* Ice days Annual count when daily maximum | Days per
temperature < 0°C year
FDO* Frost days Annual count when daily minimum | Days per
temperature <0°C year
SU25* Summer days Annual count when daily maximum | Days per
temperature > 25°C year
TR20* Tropical nights Annual count when daily minimum | Days per
temperature > 20°C year
Frequency
TX10p Cool days Number of days when Tmax < 10" | Days per
percentile season
TN10p Cool nights Number of days when Tmin < 10" | Days per
percentile season
TX90p Warm days Number of days when Tmax > 90" | Days per
percentile season
TN90p Warm nights Number of days when Tmin > 90" | Days per
percentile season
B. Precipitation
Intensity
RX1day Max 1-day Seasonal maximum 1-day mm
precipitation precipitation
RX5day Max 5-day Seasonal maximum 5-day mm
precipitation precipitation
PCRPTOT* | Annual total wet- | Annual total precipitation from wet | mm
day precipitation days (i.e. when precipitation > 1.0
mm)
SDII Simple daily Annual total precipitation divided by | mm/day
intensity index the number of wet days (i.e. when
precipitation > 1.0 mm)
R95p* Very wet days Annual total precipitation from very |mm
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Index | Definition Unit
wet days (i.e. when precipitation >
95™ percentile)
R99p* Extremely wet days | Annual total precipitation from Mm
extremely wet days (i.e. when
precipitation > 99" percentile)
R95pT* Annual contribution | (annual total precipitation > 95" %
from very wet days | percentile)/ (annual total
precipitation))*100
Duration |
CwWD Consecutive wet Maximum annual number of Days
days consecutive wet days (i.e. when
precipitation > 1.0 mm)
CDD Consecutive dry Maximum annual number of Days
days consecutive dry days (i.e. when
precipitation < 1.0 mm)
Frequency
R10mm Heavy precipitation | Annual number of days when Days
days precipitation > 10 mm
R20mm* Very heavy Annual number of days when Days
precipitation days | precipitation > 20 mm
Rnnmm* User defined Annual number of days when Days
precipitation precipitation > nn, where nn is a user
threshold defined threshold

Alexander et al. [2006] divided these indices into five different categories: (1)

absolute indices (TXn, TNn, TXx, TNx, RX1day and RX5day) which represent the

maximum and minimum values within a season or year and are the key

indicators of changes in the extremes; (2) percentile-based temperature indices

(TX10p, TN10p, TX90p, TN9Op, R95p, R99p) which sample the coldest and

warmest deciles, allowing the evaluation of the extent to which extremes are

changing; (3) threshold indices (IDO, FDO, SU25, TR20, R10mm and R20mm)

which are defined as the number of days when temperature or precipitation falls
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below or above a fixed threshold; (4) duration indices which define periods of
excessive warmth (WSDI), cold (CSDI), wetness (CWD), dryness (CDD) or
mildness (GSL); and (5) other indices which do not fall into the other categories
but whose changes could have significant societal impacts (DTR, SDII, ETR and
R95pT). Indices defined to exceed fixed thresholds that are not applicable to

most regions of the globe are not used in this thesis.

3.6 Statistical methods

In most figures in the results section, only the grid points with statistically
significant difference are shown to emphasize the significant change. In cases
where the coastlines are shown, grid points with negligible change are shown as
white spaces. However, in some cases when coastlines are not suitable, grey

dots are used to indicate the land grid points that are not statistically significant.

3.6.1 Difference between means

To test the statistically significant difference between means, the modified ¢ test,
following the methodology described by Zwiers and Von Storch [1995] and Von
Storch and Zwiers [1999], is used in place of the Student's ¢t test to account for
time-dependence within the data. This test is more rigorous than the standard t
test and has been used by Findell et al. [2006; 2007; 2009] in several land cover

change studies.

A critical assumption of a standard t test is independence of samples from

different points in the time series. This assumption is not valid for an
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autocorrelated time series and the effective number of degrees of freedom is
smaller than the total number of points in time in the overall sample. In general,
the variance of an autocorrelated series is smaller than that of an uncorrelated
series. Thus, using the standard t test for an autocorrelated series would result
in an overestimation of the ¢ statistic and a more frequent rejection of the null
hypothesis (i.e., that there is no significant difference between the means of the

two samples) and would result in a bias towards detection of significant change.

The modified t test accounts for autocorrelation within the time series by
comparing the standard ¢ statistic to an alternative critical ¢ value that has been
determined from a Monte Carlo experiment where random time series for
autoregressive processes of first order with a specified lag-1 autocorrelation
were generated. This comparison to an alternative critical value (instead of
simply using the standard ¢ statistic) reduces the number of false rejections of

the null hypothesis and results in a more reliable statistical test.

3.6.2 Difference between distributions

Since the distribution of many climate variables is not necessarily Gaussian, a
parametric test such as the t test may be inappropriate for testing the null
hypothesis that there is no statistically significant difference between two
distributions. In such cases, a non-parametric test that makes no assumptions
about the distribution of the data, such as the two-tailed Kolmogorov-Smirnov
(KS) test, is used. The KS test has been used by Deo et al. [2009] in a regional

study of climate extreme indices.
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3.6.3 Accounting for spatial correlation

Neither the modified t test nor the KS test accounts for spatial correlation within
fields. Because data from adjacent grid points are not independent, the effective
number of spatial degrees of freedom is much smaller than the number of grid
points. Thus, the collective significance of statistical tests in a finite number of
interdependent time series needs to be much larger than the nominal level
[Livezey and Chen, 1983]. That is, if testing at a 95% confidence level, much
greater than 5% of the continental surfaces should appear statistically

significant to indicate field significance.

As the threshold over which results may be classified as field significant differs
between variables and indices, a bootstrapping method, following Kiktev et al.
[2003] and Alexander et al. [2006], is used. This involves using a moving block
re-sampling technique [Wilks, 1997] to create 1000 sets of 20-year samples by
randomly taking two consecutive years of data at a time for each index and
experiment. To maintain spatial dependence, all grid points were re-sampled in
the same order for each experiment. For each pair of 20-year bootstrapped
samples, the two-tailed KS test was applied to determine the grid points with
statistically significant difference and, for each field, the percentage of significant
grid points were then calculated. This resulted in 1000 percentage values for
each index. The 5% percentile of these percentages is defined as the field
significance threshold level to which the percentage of significant grid points of
the non-bootstrapped data is then compared. The variable or index is field
significant if the percentage of significant grid points in the non-bootstrapped

data exceeds the threshold level.
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3.6.4 Regression method

Regression analysis is used to understand how the typical value of dependent
variable varies with respect to one of the independent variables when the other
independent variables are held fixed. The least squares method is commonly
used in data fitting, i.e. to construct a mathematical function from a set of data
points. The best fit, in terms of “least squares”, means that sum of the squared
residuals (i.e. errors between the observed and fitted value provided by the
model) is minimized. The ordinary or linear least squares regression method
considers only the errors in one direction (usually in the ordinate or y-axis) and
this is applicable in the common cases where the variables being compared are
dependent and independent. However, in cases where two dependent variables
are being compared, the total least squares (TLS) regression method [Lybanon,
1984; Allen and Stott, 2003] is used to account for errors on both the ordinate
and abscissa (x-axis). This method has been used by Stott et al. [2003] to detect
evidence of solar influence on surface temperature changes and by Min et al.

[2011] to investigate the anthropogenic impact on precipitation extremes.

The TLS regression method is used instead of the ordinary least squares
regression in later chapters to explore the relationship between the mean

changes in the surface variables and the extreme indices.

3.7 Summary

This chapter describes how CSIRO Mk3L, a computationally efficient global
climate model, was coupled to CABLE, a sophisticated land surface model, to

investigate the effect of LULCC on climate extremes. While the default model
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configuration could reasonably simulate present day climate, it required
modification in order to properly reflect LULCC. These modifications include
changes in the model itself as well as changes in the input parameters. Datasets
reflecting the change in surface vegetation and CO2 concentrations were also
developed. State-of-the-art indices and statistics used to assess changes in the
surface variable and climate extremes were also described. Results from the

experiments described here will be presented in the succeeding chapters.
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Changes in the mean climate

The impacts of LULCC on the mean climate are presented in this chapter because
these changes will be important in explaining the changes in the extremes. Since
LULCC is expected to affect the surface energy and water balance, changes in net
radiation, sensible and latent heat fluxes as well as changes in precipitation and
snow depth are explored. For comparison, simulated changes in these surface
variables due to the increase in CO; alone are also presented to help place
simulated impacts due to LULCC into a broader context. It should be emphasized
that the changes due to CO; were conducted at equilibrium conditions and are
not comparable to the changes due to CO; from observations and simulations

where the atmospheric CO; varies in time.

Some of the results, in particular those in Section 4.3, have been included in a
previous publication by Pitman et al. [2011] but substantial additional material

that extends the original publication have been included in this chapter.

Candidate’s contributions to this work

The idea to explore the impacts of LULCC came from my supervisor, Professor
Andy Pitman but we discussed the details of the project together over the first

year of the project. Dr. Steven Phipps and Dr. Gab Abramowitz provided
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guidance in the use of the CSIRO Mk3L and CABLE models. Together, we worked
to modify and test the coupled model and design the numerical experiments. |
prepared the input datasets, conducted the experiments and processed the
results. [ also examined how best to modify CABLE to undertake the
experiments following the identification that the model could not appropriately
capture the impact of land cover change. I sourced appropriate methodologies
from the literature and implemented these into CABLE. Professor Pitman, Dr.
Abramowitz, Dr. Ying Ping Wang, Dr. Phipps and Dr. de Noblet-Ducoudré and I
contributed jointly to the analysis and writing of the original Pitman et al. [2011]
paper. Section 4.3 builds extensively on this paper, including significant new

and more detailed material.

4.1 Data description

Monthly data from four experiments (Table 3-5) with natural and perturbed
vegetation cover at COz concentrations of 280 ppmv (1 x COz) and 560 ppmv (2 x
CO2) are used in this analysis. The change due to LULCC at 280 ppmv is defined
as the difference between FOREST1x and CROP1x (CROP1x - FOREST1x). For
brevity, this quantity will also be referred to as dLCC@280. In the same manner,
the change due to LULCC at 560 ppmv is the difference between FOREST2x and
CROP2x (CROP2x - FOREST2x) and will be referred to as dLCC@560. The
change due to the increase in CO; alone is calculated as the difference between
FOREST1x and FOREST2x (FOREST2x - FOREST1x) and will be referred to as

dCO2.

Each experiment is integrated for 300 years using the CSIRO Mk3L model
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coupled to the CABLE land surface model (see Chapter 3). Data from simulation
years 101 to 300, when the model has reached equilibrium, are evaluated.
Monthly means are defined as the average of monthly values over this 200-year
period. Seasonal means indicate averages over the following 3-month periods:
December-January-February (D]JF), March-April-May (MAM), June-July-August
(JJA), and September-October-November (SON). The corresponding terms:
winter, spring, summer and autumn, refer to the Northern Hemisphere seasons,
unless otherwise specified. The regions of interest (Eurasia: ~40°-65°N, ~0°-
112°E, North America: ~30°-55°N, ~60°-123°W and South East Asia: ~11°-40°N,
~73°-124°E) are selected to coincide with areas of intense LULCC (Figure 4-1).
Regional averages are calculated over the land grid points bounded by the boxes
in the figure. Global averages include all land grid points excluding Antarctica
and Greenland. In most of the maps presented in this chapter, only the grid
points with statistically significant difference at the 99% level using the modified

t test (see Section 3.6.1) are shown.

4.2 Changes due to LULCC compared to CO2 doubling

Figure 4-2 shows the simulated annual global mean of the surface variables from
the four experiments over land grid points excluding Antarctica and Greenland.
The simulated net radiation, surface temperature, precipitation and snow depth
stabilizes within a few years from model initialization but other variables such
as latent heat flux (Figure 4-2c) stabilizes much later, at around simulation year
80. Results prior to year 80 are therefore omitted to avoid problems related to

spin-up.
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Figure 4-1: Total crop fraction map with the regions of interest in this chapter
indicated by boxes (a) and shown in the sub-plots: (b) Eurasia (~40°-65°N, ~0°-
112°E), (c) North America (~30°-55°N, ~60°-123°W) and (d) South East Asia
(~11°-40°N, ~73°-124°E).
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Figure 4-2: Annual global mean of simulated (a) net radiation (W m-), (b) surface
temperature (°C), (c) latent heat flux (W m?), (d) precipitation (mm day') and (e)
snow depth (mm) over land grid points excluding Antarctica and Greenland. The
x-axis indicates the simulation year.
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Figure 4-2 also shows that simulations at the same CO: concentration (i.e.
FOREST1x and CROP1x, or FOREST2X and CROP2x) differ little relative to the
change caused by doubling CO; (i.e. between FOREST1x and FOREST2x or
between CROP1x and CROP2x). That is, in terms of global averages, the changes
due to LULCC are generally much smaller than those due to CO:. The
experiments at higher CO; levels (FOREST2x and CROP2x) simulate higher
surface temperature (Figure 4-2b), higher latent heat flux (Figure 4-2c), more
precipitation (Figure 4-2d) and less snow (Figure 4-2e) than the experiments at
lower CO2 levels (FOREST1x and CROP1x). However, in terms of net radiation
(Figure 4-2a), there is a marked difference between the experiments with
different vegetation cover (i.e. between FOREST1x and CROP1x; and between
FOREST2x and CROP2x), with LULCC inducing decreased net radiation over the
global land points. This LULCC-induced change is opposite to that of increased

CO2, which increases the global net radiation.

Figures 4-3 and 4-4 show the zonal mean of the surface variables during DJF and
MAM (Figure 4-3) and JJA and SON (Figure 4-4). Again the difference between
the 1 x COz and 2 x CO; experiments are evident, while the difference between
the natural and perturbed vegetation cover experiments are only clear for latent
heat flux. Increased CO2 induces slightly higher net radiation over the tropics
(~30°S-30°N) during DJF, JJA and SON but lower net radiation over the northern
high-latitudes (~60°-75°N) during MAM (Figures 4-3a and 4-4a). It also induces
generally higher surface temperature throughout the year (Figures 4-3b and 4-
4b); decreased snow cover during DJF, MAM and SON (Figures 4-3e and 4-4e)

over the northern mid-latitudes (~30°-75°N); and increased precipitation
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Figure 4-3: Zonal mean of simulated (a) net radiation (W m%2), (b) surface
temperature (°C), (c) latent heat flux (W m=2), (d) precipitation (mm day) and (e)
snow depth (mm) for DJF (left column) and MAM (right column) over land grid
points excluding Antarctica and Greenland. The x-axis indicates the latitudes
(from 60°S to 90°N).
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Figure 4-4: As Figure 4-3 but for JJA (left column) and SON (right column).
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throughout the year over the mid-latitudes (~30°-60°S and ~30°-75°N) (Figures
4-3d and 4-4d). Over the tropics (~30°S-30°N), the impact of increased CO2 on
precipitation is more complex, varying through the seasons and according to

geographical location (Figures 4-3d and 4-4d).

Increased CO2 also induces increases in latent heat flux throughout the year
(Figures 4-3d and 4-4d). However, LULCC also induces interesting changes,
which, in some cases, are almost as large as that due to increased CO;. For
example, over the tropics (30°S-30°N) during most of the year